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Association Rule Discovery Considering Strategic Importance: WARM
Doug Won Choi'

ABSTRACT

This paper presents a weight adjusted association rule mining algorithm (WARM). Assigning weights to each strategic factor and
normalizing raw scores within each strategic factor are the key ideas of the presented algorithm. It is an extension of the earlier algorithm
TSAA (transitive support association Apriori) and strategic importance is reflected by considering factors such as profit, marketing value,
and customer satisfaction of each item.

Performance analysis based on a real world database has been made and comparison of the mining outcomes obtained from three
association rule mining algorithms (Apriori, TSAA, and WARM) is provided. The result indicates that each algorithm gives distinct and

characteristic behavior in association rule mining.
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1. Introduction

Association rule mining is widely used to find interesting
relationships among the items of a market basket. Apriori
algorithm is generally used to find Boolean associations [1,
7]. RSAA(relative support association Apriori) is a
modification to find the association rules among the infrequent
data items [5]. Both Apriori and RSAA algorithms make a
brute force search of the association rules to test if they meet
the condition for ‘minimum support’ or ‘minimum relative
support.’

Oftentimes the important semantic relationships among
the market basket items are ignored since the associations
with low support have to be dropped out from further
considerations by most algorithms. For example, Apriori
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discovers frequent itemsets solely by counting the frequency
of occurrence of the items in the database. There is no
semantics associated with it. RSAA tries to find association
rules with relatively low support [5]. Both algorithms assume
that each item has equal importance in its value.
However, in the real world, certain items are more
valuable than others even though they show up less
frequently in the market basket. For example, the sale of a
TV set returns much greater profit than a toaster oven. In
this regard, a new data mining technique will be useful to
find the association rules that reflect the semantic aspects or
strategic importance. This paper presents a new algorithm
WARM (weight adjusted association rule mining) which is
an extension of the earlier algorithm TSAA [15]. While
TSAA considers the semantic importance between items
(e.g, TV set versus toaster-oven), WARM considers relative
and strategic importance of various aspects of each item. For
instance, an item may have different strategic values
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pertaining to its contributions to profit, marketing value, and
customer satisfaction.

2. Association rule mining and its variations

2.1 Association rule

Basic definition about association rule is briefly sum-
marized here for refreshments of the readers’ memory. Let
in} be a set of items and D a database of
transactions where each transaction T is a set of items such

T {il, lg

that TcT. An association rule is an implication of the form
A=B, where ACt, BC1, and ANB=¢ The rule A = B holds
in the transaction set D with support s, where s is the
percentage of transaction in D that contains both A and B.
The rule A=B has confidence ¢ in the transaction set D if
¢ is the percentage of transaction in D which contains A and
it also contains B.

s = Support(A=B) = P(AUB)
¢ = Confidence(A=B) = P(BIA)

2.2 Algorithms for association rule mining

Association rules can be classified into many types such
as Boolean, quantitative, single vs. multi-dimensional, and
single-level vs. multi-level association rules, etc. [2, 3, 7).
‘Market basket analysis belongs in the Boolean association
rule category and Apriori is a typical algorithm of market
basket analysis. Many variations to the Apriori algorithm
have been attempted to improve the algorithm performance.
They include AprioriTid, MSApriori (Multiple Support
Apriori), MaxOccur (Maximum Occurrence), and RSAA
(Relative Support Apriori algorithm) [2, 4, 7). However, they
differ only in minor features such as different ordering of the
data elements, or placing more importance on scarce data
items, etc.

Recent studies on association rule mining address various
topics such as multiple support values, recurrent cyclic
association rule, spatial association rule, time limited
sequential association rule, and intermittent and simultaneous
sequential pattern [10, 12]. Surveys on these researches
indicate that no transitive association rule has been
addressed nor explored so far.

2.2.1 Apriori

Since the Apriori algorithm [7] is the very foundational
work of association rule mining, we assume the readers are
friendly with the algorithm.

2.2.2 AprioriTid
AprioriTid uses Apriori-gen function to generate the

candidate itemsets. It differs from Apriori in that it does not
need to rescan the database to calculate the support level of
the candidate itemsets. It scans the database only once to
determine the 1-frequent itemsets and then uses only those
frequent itemsets to generate the next stage candidate
itemsets [12].

2.2.3 MSApriori

Some items occur more often than others in the
transaction database. MSApriori(Multiple Support Apriori) is
an improved version of Apriori which considers the
frequency of occurrence of individual item. In fact, this
algorithm assigns ‘minimum item support (MIS)" level to
each item in order to take into account the frequency of
occurrence of the individual item [8, 9].

2.2.4 MaxOccur (Maximum Occurrence)

Earlier association rule mining algorithms did not consider
recurrence issue, MaxOccur defines the association rules that
consider the recurrent items when generating the
k-candidate itemsets. The algorithm begins with finding the
1-frequent itemsets. It then examines the frequency of
recurrent items in the frequent itemset. The process
continues to generate k-itemsets until it finds the predefined
‘Maximum Occurrence’ item. The infrequent items that fail
to meet the support level are removed from further
processing [12].

2.2.5 RSAA (Relative Support Apriori)

RSAA considers the relative frequency of occurrence [5,
6, 12] and uses two support values in the mining process. The
first one (min_sup_1) is the user defined ‘minimum support’
which is used to find the frequent itemsets. The items that
do not meet this value are grouped into infrequent itemset.
The second value is the ‘relative support (min_sup_2)" which
is used to evaluate the infrequent itemset and to see if they
meet the relative support. ‘Min_sup_1' must be greater than
‘min_sup_2. RSAA can also be applied to where there is a
hierarchical relationship among the data items

2.2.6 TSAA (Transitive Support Association Apriori)

TSAA [15] is similar to RSAA in the sense that it uses
minimum relative support as the second cut-off value.
However, it uses the maximum ratio of ‘k-itemset frequency
over individual member item frequency’ in determining
additional k-frequent itemsets. This way of ratio calculation
(Rsup;) allows the k-candidate itemsets which have very low
frequency of occurrence to be considered for inclusion into
the transitive association itemset if any single member of the
k-candidate itemset also has a very low frequency of



occurrence. For example, if a k-itemset contains TV, the
frequency of occurrence of this k-itemset is likely to be very
low (say it is ‘R’). However, since the frequency of occurrence
of the single item “TV" will also be very low (say it is ‘r, and
usually R<r). Therefore, the relative ratio Rsup; = R/r can be
large enough to pass the second cut-off level (i.e., minimum
relative support). In this regard, we can say that TSAA
considers strategic importance of infrequent itemsets in
determining the transitive association relationship.

3. Weight Adjusted Association Rule Mining:
WARM

Researches on association rule mining mostly used
different weights or support levels based on the charac-
teristics of the individual item [13, 14]. However, these
approaches have weakness in that the rule mining outcome
is very sensitive to how the user places weights upon the
importance of each item characteristics. In this paper, we
adopted to use only measurable item properties in order to
exclude the subjective variations in assigning weights on
each item characteristics. The weights on each item
characteristics should also be determined in such a way that
they are not overridden by support level and other
characteristics. The item characteristics should be selected to
best reflect the strategic importance of the organization.
Examples of strategically important characteristics may
include profitability, strategic marketing value, and customer
satisfaction. This paper introduces a new algorithm WARM
(weight adjusted association rule mining) which considers
these strategic aspects.

3.1 Definitions

Let I"={ I", I", I, -+ } denote the item set consisting
of n-itemsets, For example, I'={(0), (§), (&), -}, I *={(, }), G,
k), (k 1), =), I *={G, j, k), (k 1, m), -} and the subscript
t of 1" indicates the ¢" element of I". For instance, if n=3 in
this example, I;” = G, j, k), I’ = (k, 1, m).

The following symbols represent the strategic factors used
in this paper and these are derived through interviews and
literature survey.

TI(1,") : normalized profitability of ¢ itemset 1", n=1, 2, 3, -+

u(I") : normalized strategic marketing value of I,

X(I") : normalized customer satisfaction for I

W(I,") : strategic importance adjusted aggregate weight

for item set I,"

wy * relative weight of strategic factor x.

P(") : profitability of itemset I,

V(") : strategic marketing value of itemset I,

C(I") : customer satisfaction of itemset I,
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S(I/") : normalized frequency of occurrence
R, minimum aggregate weight (threshold) for n-itemset

Let P; . P; be the raw profitability of itemset 7, j and I'={(i,
i, k), (k, |, m)}. Then I’ = G, j, k), I’ = (k, 1, m) and we
define PU;") = P; + P; + P for the sake of computational
simplicity. Now we know that P(I5) = Pi+Pp+Pp. And the
relationship between normalized profitability II(/,") and raw
profitability P(I7) is defined as follows.

nJ)) = PU) / 5 PUM, j=l.n

Let v; , v; be the raw strategic marketing value of itemset
i, j. In the same token, we can define the relationship between
normalized strategic marketing value u(I,") and raw strategic
marketing value V(I,") as follows.

p I =vuhH /5 va

And say that C; . C; are the raw value of customer
satisfaction of itemset i, j. Then the relationship between
normalized customer satisfaction x(I,") and raw customer
satisfaction C(I,") can be defined as follows.

X(Ip"J =C (L”) / Ej C(I_;'n)

S(I)") is the normalized frequency of occurrence of itemset
I (i.e,, normalized support). If itemset I,” appears f; times in
the database D, then

SU” =£/% @

Let wy be the weight placed on item characteristics kE{x,
1, X S} and W(I,") be the aggregate weight for item set I,”,
then W(I,") is defined as follows.

W = cu,[(L")+w,,(f;“)+mx(fr")+m,-(L")

where s + @, + 0 + @, = 1

Now the above formula shows that W(I") is the
aggregation of three strategic factors (profitability, strategic
marketing value, and customer satisfaction) and one support
value each of which is weight adjusted by the respective
strategic importance.

Lastly, we need to define the minimum aggregate weight
(threshold) R, that is required of an ‘n-candidate itemset’ to
be an ‘n-frequent itemset.' Let |I"| denote the cardinality of
n-candidate itemset. In this paper, for the sake of simplicity,
we define K, as follows,

R,=1/1I

But it can be freely modified to fit the needs of the user.
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Suppose W(I;") for a certain n-candidate itemset is 0.15 and
R, is 0.1, then this itemset becomes n-frequent itemset since
it exceeds the threshold support level R,.

WARM follows basically the same process as TSAA in
association rule mining. The different features of WARM are
as the following. Minimum aggregate weight (threshold) R,
is used instead of ‘minimum relative support. Aggregate
weight W(I/") of n-candidate itemset is used instead of
itemset frequency count. Those candidate itemsets which
have W(I;")=R, become n-frequent itemsets.

3.2 Sample application

An example of the WARM procedure may best explain the
algorithm. A market basket database has ten instances of
transactions out of seven products as shown in <Table 1>.
And a survey produced the strategic value of each item as
shown in <Table 2>, Calculating the normalized values of the
strategic factors of each item according to the definitions of
section 3.1 we obtain <Table 3>.

(Fig. 1) shows the frequency count of each 1-candidate
itemset and the derivation of its normalized support. Suppose
we use the relative weight of each strategic factor as follows.

0).-’.':0.4, Oy =0.3, Wy = 0.2, wy :'0.1

Then we can calculate the aggregate weight of

(Table 1) Transaction database

Normn
Transaction :
Database ! S . .
} i Normalized Support

Tid | Ttems
23 1-candidat W 5
; 34 - | 2 [oo7
234,567 L {231 4 ]014
) 67 2 3y 6 | o021
5 3456 4 5| 6 |02
3 4.6 - g 5] 3 |00
7 3456 = . 6} ] 6 021
8 12 = 7y 2z |oo7
2 345 T3 £ 20 | 1
10 12,6

(Fig. 1) 1-candidate itemset and normalized support

1-candidate itemsets using the formula W(I") = w:(J")*w,
(I *+o I *asI{") and the result is as shown in <Table 4>.

Since there are seven l-candidate itemsets, |I'/=7 and
minimum aggregate weight is E;= 1/7. Applying this cut-off
value to <Table 6> we get 1-frequent itemset consisting of
{3}, {4}, {6}, and {7). The next step is to generate 2-candidate
itemsets using these four itemsets and we obtain I={(34),
(36), (3,7, (46), (47), 6,7}

Suppose we use the same relative weight as before, then
we obtain the aggregate weight of 2-candidate itemset F as
in <Table 6>. Now we have six 2-candidate itemsets. So
||=6, R»=1/6, and applying this cut-off value, we obtain
2-frequent itemsets and 2-infrequent itemsets as in (Fig 2).

With the three 2-frequent itemsets we can generate
3-candidate itemset. In our example we have only one
itemset (3, 4, 6). Since this is the only 3-candidate itemset,
we don't need any further processing and accept this as the

Tlld I-t_),e_nés TEd Iffr%s 3-frequent itemset after checking its support value. On the
2 3.4 7 3,46 other hand, we apply the same procedure to the three
3 2,.3.4,56.7 8 L2
4 6,7 9 3,45
5 3,456 10 126 (Table 4) Aggregate weight calculation of 1-candidate itemset /
¢ | Se 1T, X He
(Table 2> Strategic values I o0 T o3 T om0z | ot W,
» Marketin (1) 0.07 0.04 0.11 0.13 0.075
ltem No| Profiability(P) | o, iib e Value(V). @ 0.4 007 016 008 | 0117
1 10 0 50 3) 0.21 011 0.14 0.26 0171
2 20 70 30 ) 021 0.14 007 016 | 0156
?1 ig % ‘gg ) 0.10 0.18 0.20 006 | 0139
5 = 0 ) (6) 021 021 0.14 0.13 0188
6 % 0 0 (7) 007 025 0.18 0.19 0.158
7 70 80 70 Y 1.00 1.00 1.00 100 1.00
(Table 3> Normalized values of strategic factors (Table 5) Norpmalized values of strategic factors for /2
T P($) I [ C% [ x [V©O) | p | r [ P9 I | C% | x | Ve | u
1 10 0.04 0 0.11 0 0.13 | (34) 70 012 90 013 | 160 | 019
2 20 | 007 | 70 | 016 | 30 | 008 | B8 | % | 015 | 120 | 018 | 150 | 018
3 0 _1 01 L 60 1 G4 | 10 | 0% @7 | 100 | 017 | 140 | 013 | 170 | 020
4 40 0.14 30 0.07 60 0.16
5 5 518 % 020 % 005 (46) 100 0.17 90 0.13 110 0.13
B 60 021 80 0.14 50 013 (4,7 110 0.18 110 0.16 130 0.16
7 70 0.25 20 0.18 70 0.19 6,7) 130 0.21 140 0.20 120 0.14
S 280 1.00 440 1.00 380 1.00 s 600 1.00 690 1.00 840 1.00




(Table 6) Aggregate weight calculation of 2-candidate itemset /°
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{Table 8) Comparison of three algorithm outcomes

2 S IL Xi i
I 204 | =03 [ o=02 [ 501 | ™
Ga | 03 | 012 | 013 | 019 | 0213
36 | 020 | 015 | 018 | 018 | 0179

(37 0.07 0.17 0.20 0.20 0.139
(4.6) 0.20 0.17 0.13 013 0.170
4.7 0.07 0.18 0.16 0.16 0.130
6,7 0.13 0.21 0.20 0.14 0.159

= 1.00 1.00 100 1.00 1.00

2-frequent itemset

2-candidate P m;
2R, (34) | 0213
P v, (36) | 0179
(34} | 0213 6) | 0170
(36} | 0179
{37} 0.139 R>=1/6
{46} | 0170
{473 | 0130
{67} | 0159 2-infrequent itemset
T 1.00 -
W;<R; P W
37y | 013%
{47y | 0130
167) | 015¢

(Fig. 2) 2-candidate itemset divided into two groups

2-infrequent itemsets and generate 3-candidate itemsets.
<Table 7> shows the list of 3-candidate itemsets and their
aggregate weight derivations.

Here |F|=3 and R+1/3, so we can accept (34,7) and (36,7)
as 3-frequent itemsets. We observe that these last two
itemsets might have been thrown away with other algorithms.

Using the same transaction database of <Table 1>, we
tried to compare the outcomes of three different algorithms,
i.e, Apriori, TSAA, and WARM. <Table 8> shows that each
algorithm produces distinct outcomes.

In order to verify the validity of the algorithm, we
performed a second data set test using a real world database
which was collected from a local large-scale discount store
(E-Mart). It contained 730 transaction records of 20 items.
A data cleaning and transformation was performed in the
data preparation stage. <Table 9> is the list of items
described in terms of their categories. The algorithm was
implemented using Microsoft Excel and the result showed
distinct and characteristic behavior in association rule mining
as compared to Apriori and TSAA.

<Table 10> is a summary of the comparative analysis of

(Table 7> Aggregate weight calculation of 3-candidate itemset /

o] S 11 X Ji
I w=04 w:=0.3 w=0.2 w,;=0.1 W,
(34,7 0.56 0.30 0.31 0.36 041
(36.7) 0.33 0.34 0.37 0.35 0.34
(46,7) 0.11 0.36 0.31 0.29 0.25
) LO0 1.00 1.00 1.00 1.00

WARM TSAA Apriori
In Weights 04, MinSup 40 G
03,02 01 | MinRSup 05 | MinSup 40
I-frequent |9y (4 (), (1| (2), (3), @), 6)](2), (3), (), (6)
itemset
2-frequent |0 ) (36) (46)| (26), (36) (34), (46)
itemset
3-frequent
itainset (34,6) (34,6) (34,6
Additional .
idrencnt (34,7), (36,7) (2,36)
(Table 9> List of items
Item ID Description Item ID Description
1 Baby food 11 Sauce
2 Bread 12 Liquor
3 Cooked meal 13 Stock farm product
4 Noodle 14 Fish
5 Frozen food 15 Vegetable
| 6 Milk & beverage 16 Dried fish
7 Coffee & tea 17 (Gimchie
8 Confectionery 18 Egg
9 Canned food 19 Rice cake
10 Ham & fish cake 20 Fruit

three algorithm performances. The distinct itemsets of the
table indicate that WARM consistently discovers more
frequent itemsets than the other algorithms although the
result may vary depending on how we set the minimum
support and minimum relative support. Both WARM and
TSAA produce 11 additional 3-frequent itemsets. However,
there was no identical itemsets (overlapping) produced by the
two algorithms. This is a good indication that the data
mining behaviors of the two algorithms are quite different
and unique.

The advantages of WARM algorithm are as follows. We
don't need to set minimum support or minimum relative
support level. Various strategic factors may be considered
depending on the user's needs and problem situation. The
computational procedure is so simple that it can be easily
implemented into any kind of spread sheet program.

(Table 10> Comparison of results

WARM TSAA Apriroi
1-frequent 9 11 11
2-frequent 13 4 4
No. of | 3-frequent 10 5 8
itemsets 4-frequent 9 5 5
1-frequent {4} {6} {8} {15} {16} {20}
2-frequent {46} {68} 16.15) 16,20}
Common| 3-frequent | {468} {46,15} {4620} {6815} 16,1520}
itemsets |4 froquent | (468,15 (46820} (46,1520} (68,15.20)
Additional ~
3-itemset
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(Table 10>2] A&

WARM TSAA [ Apriroi
1-frequent | A7 U319y (10 (1) (12) (18)
{14} {15) - .
148) 14,13)
{4,15) 1420}
2-frequent | 6,13} {813} - -
{13,15){13.20}
{1520}
(46,13}
{4,15,.20)
1?;§Q§i 3-frequent | {6820)
=on (6,13,15}
6,13.20)
{4,6,13,15)
{4,6,13,20}
4-frequent | {4,13,15,20} {4,8,15,20}
(68.13,15)
{6,13,15,20)
Additional
3-itemset All Al
4. Conclusion

WARM is a novel approach to association rule mining
since it considers semantic and strategic features in addition
to the frequency of occurrence. It can be applied to marketing
campaigns, sales promotion, electronic commerce, customer
relationship management, and many more.

WARM considers more strategic factors than other
algorithms for each and every item. The sample strategic
factors used in this paper are just a few of the possible choices.
In realistic application, users can pick as many factors as they
want in their algorithm construction. Normalized weight
adjustment in WARM is especially important because it works
as a systematic mechanism to reduce the overriding effect of
one strategic factor over another. For example, if item A gives
$10 profit and item B $10,000, then item B will have 1000 times
more weight than item A. And this effect will be even more
aggravated if customer satisfaction can take values only in the
range between 1 and 10. Since WARM uses normalization
within factor and relative weight between factors, it provides
a double-folded subjective impact reduction mechanism.

WARM consistently produced more frequent itemsets than
other algorithms. More careful experiment and analysis is
necessary to find out whether the mining result contains too
many unimportant itemsets and to find out how we can
reduce meaningless outcomes. The computational complexity
issue, the reduction of database access time, and other
computational efficiency related issues were not of primary
concern in this research. Instead, it focused on the semantic
and strategic aspects of association rule mining.
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