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An Enhanced Density and Grid based Spatial Clustering Algorithm
for Large Spatial Database

T

Song Gao' - Ho Seok Kim™ - Ying Xia™ - Gyoung Bae Kim™" - Hae Young Bae

ABSTRACT

Spatial clustering, which groups similar objects based on their distance, connectivity, or their relative density in space, is an important
component of spatial data mining. Densitv-based and grid-based clustering are two main clustering approaches. The former is famous for
its capability of discovering clusters of various shapes and eliminating noises, while the latter is well known for its high speed. Clustering
large data sets has always been a serious challenge for clustering algorithms, because huge data set would make the clustering process
extremely costly. In this paper, we propose an cnhanced Density-Grid based Clustering algorithm for Large spatial database by setting a
default number of intervals and removing the outliers effectively with the help of a proper measurement to identify areas of high density
in the input data- space. We use a density threshold DT to recognize densc cells before neighbor dense cells are combined to form
clusters. When proposed algorithm is performed on large dataset, a proper granularity of each dimension in data space and a density
threshold for recognizing dense arcas can umprove the performance of this algorithm. We combine grid-based and density-based methods
together to not only increase the efficiency but also find clusters with arbitrary shape. Synthetic datasets are used for experimental
evaluation which shows that proposed mothod has high performance and accuracy in the experiments.

Key Words : Ciustering, Spatial Data Mining, Spatial Database, Outlier

1. INTRODUCTION

Spatial data mining is the discovery of interesting char-

acteristics and patterns that may exist in large spatial
databases. Usually the spatial relationships are implicit in
nature, Because of the huge amounts of spatial data that
may be obtained from satellite images, medical equipments,
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commodate data semantics.

One of the main applications of clustering to spatial da-
tabases is to find clusters of points (where points represent
the spatial objects) which are physically close together in
geographic space. From this point, we propose DGCL to
process dataset in spatial database. Usually spatial datasets
are very large, such as the earth scientific datasets which
include location and climate data of the earth during cer-
tain period. The disadvantage of shifting grid and GDILC
is their low efficiency for large dataset. even though they
can get correct clustering results. And that's what we
want to improve in DGCL.

The aim of data clustering algorithms is to group the
objects in spatial databases into meaningful subclasses. A
good clustering algorithm should have the following
characteristics. First, due to the huge amount of spatial
data, an important challenge for clustering algorithm is to
achieve good time efficiency. Second, a good clustering al
gorithm should be able to identify clusters irrespective of
their shapes or relative position. Third, it should have bet-
ter ability to handle noise or outliers. Outliers refer to spa-
tial obhjects which are not contained in anv cluster and
should be removed during the mining process. Fourth, it
should be order insensitive with respect to input data. Last,
some applications may require clustering at hierarchical
levels of coarseness which we call the multi-resolution
property. To obtain results with different levels, the clus-
tering algorithm may need input parameters, so fewer pa-
rameters are convenient for users.

None of the well-known clustering algorithms, such as
shifting grid[1] and GDILCI2], satisfies the combination of
these requirements, especially the efficiency for large
dataset. This paper presents an efficient density-grid based
clustering algorithm, DGCL., which can handle huge amount
of spatial data with noise efficiently and find natural clus-
ters correctly. When DGCL 1s performed on large dataset,
a proper granularity of each dimension in data pace and a
density threshold for recognizing dense areas can improve
the performance of this algorithm.

The rest of this paper is organized as follows. Section 2
reviews related work. The detail algorithm is described in
Section 3. Section 4 we analyze the time complexity.
Section 5 shows the results of experiments. A conclusion
is presented in the last section.

2. RELATED WORK
Density-based and grid-based clustering are two main
clustering approaches. The former is famous for its capa-

hility of discovering clusters of various shapes and elimi—-

nating noises, while the latter is well known for its high
speed. Shifting grid and GDILC are two kinds of clustering
methods which are based on density and grid. Both of
them have advantages and disadvantages.

Density-based{3] clustering algorithms regard clusters
as dense regions of objects in the data space that are sep-
arated by regions of low density. A density-based cluster
is a set of density-connected objects that is maximal with
respect to density-reachability. Every object not contained
in any cluster is considered to be noise. Typical example is
DBSCAN. It grows regions with sufficiently high density
into clusters and discovers clusters of arbitrary shape in
spatial databases with noise. It has two parameters(é€,
MinPts). But the users usually don't know clearly ahout
the suitable values of these two parameters for some data
sets. Other drawback of this technique is the high compu-
tational complexity because of examining all the neighbor-
hoods in checking the core condition for each object.
Especially when the algorithm runs on very large datasets,
this step is very expensive. Its time complexity is O(n log
n), where n is the number of data objects [4]. Because of
this point, it’s also insensitive with the order of input data.

Grid-based[3] clustering algorithms use a multi-reso~
lution grid data structure. It quantizes the space into a fi-
nite number of cells that form a grid structure on which
all of the operations for clustering are performed. The main
advantage is its fast processing time, which is typically in-
dependent of the number of data objects, vet dependent on
only the number of cells in each dimension in the quan-
tized space.

A shifting grid(1] clustering algorithm does not require
users inputting parameters. [t divides each dimension of
the data space into certain interval to form a grid structure
in the data space. Based on the concept of sliding window,
shifting of the whole grid structure is introduced to obtain
a more descriptive density profile. It clusters data in a way
of cells rather than in points [5]. But its processing is a
recursive procedure. It mav start at one cluster for all data
points and become one data point per cluster eventually. If
the difference between the result of previous iteration and
that of current iteration is less than or equal to an accept-
able error, AcceptErr, then the current result will be rec-
ognized as the final result. Therefore, for large dataset, this
algorithm is time-consuming, even though it can enhance
the accuracy of the results.

GDILC[2] is a grid-based density-isoline clustering
algorithm, The idea of clustering using density-isoline
comes from contour figures, density-based and grid-based
clustering algorithms. It has two thresholds, namely dis-
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tance threshold RT and density threshold DT. When calcu

lating the density of a data sample, only the number of
samples that are less than RT away from it are
considered. It is the same with those data samples when
combination for clusters. From this point, a grid-based
method is involved to reduce the number of pairs of data
samples to be considered. DT is used as a threshold to re-
move outliers. When clustering, density-isoline figure ob-
tained from the distribution densities of data sample can be
used to discover clusters. Because this algorithm needs to
calculate the distance between each data sample and every
data sample in its neighbor cells, the cost is also too high,
especially for large data set.

In DGCL, we choose a grid-based method to reduce the
number of data objects we have to process. We regard a
grid cell as the minimum unit in data space. but not a data
point. Compared with the number of data points, the num-
ber of grid cells is smaller especially in 2-dimension space.
So it can increase efficiency, but to some extent it loses a
little accuracy. The characteristic of density-based method
is that it uses certain density threshold to distinguish
dense areas with sparse areas. then it can find clusters
with arbitrary shape. In DGCL, we use a density threshold
DT to recognize dense cells before neighbor dense cells are
combined to form clusters. We combine grid-based and
density-based methods together to not only increase the
efficiency but also find clusters with arbitrary shape.

3. THE DENSITY AND GRID BASED ALGORITHM

In DGCL, each data object is treated as a point in data
space. We partition the 2 dimensions data space into
non-overlapping rectangle units {(grid cells), with each di-
mension being divided into equal number of intervals of
equal length. When calculating the density of a cell, neigh-
bor cells of each cell are also considered to strengthen the
similarity of each pair of cells. A density threshold 1s used
to distinguish the dense areas with sparse areas and
outliers. Because a suitable granularity of each dimension
is set, the clustering procedure need only one time without
modifying the granularnty again. Compared with shifting
grid algorithm and GDILC, there is no iteration in DGCL
and it doesn't need to calculate the distance of each pair of
data points in data space. The time complexity is smaller
than O(n), which n 1s the number of data pomnts in data

space, vet depends on the number of grid cells.

3.1 Procedure of DGC
There are 7 steps in DGCL. In step 1. get the total
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number of the data points. According to the total number,
construct the grid cell. In step 2, read the data set from
the disk. If there is not sufficient memory to contain the
whole data set. this algorithm divides them to several parts
and read one part at a time to calculate the density of each
cells until all parts have been read for one time. In step 3,
calculate the density threshold DT by using the equation in
GDILC[2]. The aim is to remove the outliers and empty
cells as much as possible in step 4, and the fourth step can
be regarded as a pre—clustering. The remainder cells will
be regarded as useful cells. In the following steps, only the
useful cells will be considered. So the number of useful
cells is small compared with the number of data. In step 5,
from the remainder cells, assign the adjacent cells to the
same group which should be regarded as a cluster. But
that’s not the final result, because the fifth step can only
find groups in the sub-area, and some groups are adjacent
with each other. So, it's necessary to merge the adjacent
groups together to become one group in step 6. There are
still some outliers exiting in the groups, so in the last step,
DGCL removes the outliers again to optimize the result. In
the end, each group is a cluster. The sketch of DGCL is
shown in (Figure 1).

 Construct grid cell according to the number of data points.
" Load data set.

S

© Distribute the data points into cells and calculate the density
threshold DT.

4 Remove outliers and empty cells.

5 Group assignment.

6 Group mergence procedurc.

7+ Optimization.

(Figure 1) The sketch of DGCL

3.2 Number of intervals

In this step. setting the number of intervals is a very
critical procedure. If the size of the cells is too large, the
algorithm will merge two or more clusters into one.
Another drawback is that even though it can find the clus-
ter at the right place, it still has so many blank spaces in
the large size of the cell. So the result is not exact and
satisfving. If the size of cell is too small, the algorithm
may make the number of cells equal or close to the num-
ber of points. For large dataset, the cost of calculation is
too expensive even though we regard the cell as the mini-
mum unit for clustering. So it's necessarv to find a method
to set a suitable interval value to get both a better cluster—
ing result and a good efficiency. Here we adopt the method
of GDILCI2]. Equation 1 is used to calculate the number of
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In equation 1, n is the number of data points. coefM is a
coefficient to adjust the value of m. we propose it as an
positive integer. In fact, it stands for the average number
of data samples in a cell. But we don't want to regard it
as a fixed value. Because in the experiments, we find the
relationship between the number of cells and that of data
points is not linear. So coefM also need to be adjusted to
get a better result. In our experiments, coefA changes ac-
cording to the following curve in (Figure 2), and it can get
a better result as we expect.
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Nugher of data points

(Figure 2) coefM depends on the number of data

3.3 Density of the cell

For simply, we regard the density as the number of data
points contained in the cell. The original grid-based clus-
tering algorithm just considers about the density of the
current cell itself[6]. The disadvantage is that it may de-
crease the relationship of neighbor cells which have similar
data points. The attributes of a spatial object stored in a
database may be affected by the attributes of the spatial
neighbors of that object[5]. To improve this situation, we
calculate the density of the considered cell with considering
the data points in its neighbor cells such as what the
shifting grid clustering algorithm does[1] as illustrated in
(Figure 3). L means the width of each cell, and we never
consider about the empty cells.

The definition of neighbor cells satisfies inequation 2.
Assume that cell €, and Cj, are neighbor cells. m is the

number of intervals.

li,—gl <1 (p=1.2:1 <i.j<m) (2)
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(Figure 3) The cell with gray color is the considered cell. The density
of the considered cell is the sum of the density of the
grey area and the line-shadowed part

3.4 Selection of the density threshold DT

The dense cells are surrounded by the sparse cells
which are regarded as outliers. From the experiments, we
find that the density of the dense cells usually decreases
gradually from the core of the cluster to the boundary as
illustrated in (Figure 4), and the density of sparse cells is
obviously smaller than that of the boundary cells. So be-
fore clustering the cell set, we define a measurement to
remove the sparse cells. The aim is to decrease the cost of
calculation and increase the efficiency. The measurement,
we call it density threshold (DT)[2], is defined using equa-
tion 3.

DT = mean (Density ) % coef DT 3)

logy, (mz )

In equation 3, mean(Density) means the average density
of all of the cells. m is the number of intervals. coefDT is
an adjustable coefficient between 0.7 and 1. Lots of experi
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(Figure 4) Varying grid density within a circle cluster
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ments show that when setting it to 0.95, good clustering
result can be achieved in most conditions. All the cells of
which the density is smaller than DT will be removed
from the cell set. The remainder cells will be regarded as
useful cells. In the following steps, the algorithm only con-
siders about the useful cell, so compared with the number
of data points, they're really few enough. The remainder
cells also contain some unexpected cells. They will be fur-
ther removed in step 7 (optimization).

3.5 Group assignment

This procedure starts from the first useful cell. If the
considered cell Ci and all its useful neighbors, all belonging
to set Si, haven't been assigned a group ID, the algorithm
assigns a new group ID for all the cells in the set Si. If
some cells in Si have had group IDs, the algorithm finds
the ID of the cell with the maximum density in Sf and as-
signs it to the other cells in Si. This procedure will not
stop until all useful cells have been checked.(Figure )

shows the sketch of group assignment.

1:

2 Select a useful cell Ci.

3 If ( there is no group assigned to the cell (i and its
neighbors )

i Assign a new group 1o the cell and all its neighbors.

5) Else

6: Finding proper group ID and assign it to the other
cells.

7: | While( there are still useful cells which haven't been checked )

(Figure 5) The sketch of group assignment

3.6 Group mergence

The procedure of group assignment only considers the
current cell and its neighbors, so it clusters the similar
cells into the same group in a sub area. In the whole data
space, the adjacent groups need to he merged together to
form one group as we expected. The sketch of group mer-
gence is shown in(Figure 6).

1: Dot
2 Select one group gi.

3 If( there are some groups adjacent with gi }

4 Merge them into one group gi'.

o Select the smaller group ID among them.

[N Assign this ID to the new group gi’. }

7: YWhile( there are still groups which haven't been checked )

(Figure 6) The sketch of group mergence

3.7 Optimization
As we mentioned in the previous part, after step 4, the
remainder cells also contain some cells which we have not

expected.

(Figure 7) Situations of neighbors: (a) 3 neighbors in the

corner and (b) 5 neighbors at the edge and (c) 8
neighbors inside

In DGCL, we calculate the cell density with considering
about its neighbors. There are three kinds of situations of
neighbors in 2-1 space as illustrated in (Figure 7). The
problem is that if the considered cell only contains a few
data points, its useful neighbors contribute so much to cal-
culate its density. It also includes into a group. But in fact,
this cell should be regarded as a cell which contains out-
lier, and lots of experiments show that these situations of-
ten happen at the boundary of the group. (Figure 8) shows
one situation of the problem. The fuscous cell is the con-
sidered cell. It only contains a relatively few data points
compared with its neighbors when calculating the density.
So this cell should be removed. The removed cells are re-
garded as unuseful cells, and the final result only contains
the useful cells. We remove the cells which satisfy in-

cquation 4.

o D
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(Figure 8) The fuscous cell should be removed
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In equation 4, D means the real number of data
points which are contained in the considered cell. TD
means the total density of the considered cell. Num is
the number of its useful neighbors and 1 means the
considered cell itself.

4. TIME COMPLEXITY

Because equation 1 is used to calculate the number of
intervals, the total number of cells is mg, namely n/coefM,
in which n is the number of data points. After we get the
data set, both the data distribution and removing outlier
procedure need check or calculate all the cells. After that,
only relatively few cells need to be checked for group as-
signment, merge procedure and optimization. So in most of
the situations, the time complexity is smaller than O(n). It
much more depends on the number of grid cells.

5. EXPERIMENTAL RESULTS

We performed experiments using a personal computer
with 768MB of RAM and Pentium(R) 4 CPU L8GHz and
running Windows XP Professional. The data sets are gen -
erated ourselves. In the data set, the data points are gen-
erated randomly according to certain kinds of distributions.
Noises are randomly distributed. The clustering results are
tagged by different colors. (Figure 9) (a) shows a data set
with 100,000 data points, including 30,000 for circle, 40,000
for rectangle, 25,000 for sine curve and 5,000 noises.

The result shows that DGCL can find the clusters
correctly and eliminate outliers efficiently. Furthermore it
also fast cnough. If users want to get more exact result,
they can adjust the coefficient coefM. The smaller the
coefM is, the more exact result DGCL gets. But it need
more time for calculation. Because GDILC has higher
performance than shifting grid algorithm, we only show the
comparison of DGCL and GDILC in (Figure 10). From that

(Figure 9) (a) test data set includes 100,000 data points with
5,000 noises and (b) clustering result (3 clusters)

Number of Lata Faints —4—lil Rl

(Figure 10) Comparison between DGCL and GDILC

(Figure 11) clustering results in different levels. (a) data set,
55,000 data points with 2,500 noises and (b)
coefM = 30, 1 cluster and (c) coefM = 15, 2
clusters and (d) coefM = 4, 3 clusters

sl

(Figure 12) Datasets and clustering results (a) 20,000 data
points with 1,000 noises and (b) 1 cluster and
(c) 250,000 data points with 10,000 noises and
(d) 3 clusters
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graph, we know that this algorithm has higher performance
than GDILC.

(Figure 11) shows the results of one data set in differ-
ent level by adjusting the coefficient coefM. Other data
sets are also used to test this algorithm, the result is
shown in (Figure 12).

6. CONGLUSION

In this paper, we present an efficient density and grid
hased clustering algorithm, DGCL. It applies a grid-based
method to calculate the density of each celland can calcu-
late automatically the granularity of each dimension ac-
cording to the size of a given data set. In DGCL., a proper
density threshold is calculated to distinguish dense cells
with sparse cells. Adjacent dense cells are combined to
form clusters. Compared with the shifting grid clustering
algorithm and GDILC, it's much faster because it doesn't
need to cluster recursively or calculate the distance be-
tween data points. The time complexity depends on the
number of grid cells. Moreover, it is not affected by the
outliers and can handle them properly. Drawback of this
algorithm is that all the cluster boundaries are either hori
zontal or vertical. A faster method on YO, such as an effi-
cient indexing method or parallel control, will make the al-
gorithm a whole lot faster. User can get different scale
clustering results hy adjusting the coefficient coefM.
Experiment on synthetic datasets shows that DGCL is a
stable and efficient clustering algorithm for large data set.

In future research, experiments will be performed both

real and high dimensional dataset.
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