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## 요 약

본 논문은 미래의 소프트웨어 고장 수나 고장시간 예측 정확성을 얻기 위해, 뉴로-퍼지 시스템을 이용할 경우 최적의 검중 데이터 할당 비 율에 대한 연구이다. 훈련 데이터가 주어졌을 때, 과소 적합과 과잉 적합을 희피하면서 최적의 일반화 능력을 얻기 위해 Early Stopping 방법이 일반적으로 사용되고 있다. 그러나 훈련과 검중 데이터로 얼마나 많은 데이터를 할당할 것인가는 시행착오법을 이용해 경험적으로 해틀 구해야 만 하며, 과다한 시간이 소요된다. 최적의 검중 데이터 양을 구하기 위해 규칙 수률 중가시키면서 다양한 검중 데이터 양을 할당하였다. 실험 결과 최소의 검중 데이터로도 좋은 예측 능력을 보였다. 이 결과는 뉴로-펴지 시스템을 소프트웨어 신뢰성 분야에 적용시 실질적인 지침을 제 공할 수 있욜 것이다.

# A Study of Optimal Ratio of Data Partition for Neuro-Fuzzy-Based Software Reliability Prediction 

Sang-Un Lee ${ }^{\dagger}$


#### Abstract

This paper presents the optimal fraction of validation set to obtain a prediction accuracy of software failure count or failure time in the future by a neuro-fuzzy system. Given a fixed amount of training data, the most popular effective approach to avoiding underfitting and overfitting is early stopping, and hence getting optimal generalization. But there is unresolved practical issues : How many data do you assign to the training and validation set? Rules of thumb abound, the solution is acquired by trial-and-error and we spend long time in this method. For the sake of optimal fraction of validation set, the variant specific fraction for the validation set be provided. It shows that minimal fraction of the validation data set is sufficient to achieve good next-step prediction. This result can be considered as a practical guideline in a prediction of software reliability by neuro-fuzzy system.
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## 1. 서 쁜

시험과 운영 단계에서 획득된 고장 데이터로부터 미래의 소프트웨어 신뢰성을 예측하는데 일반적으로 소프트웨어 신뢰성 성장 모델 (SRGMs: Software Reliability Growth Models)이 사용되고 있다. 소프트웨어 신뢰성 모델의 예측 력 (Predictability 또는 Generalization Ability)은 과거와 현 재의 고장 발생 현상으로부터 미래의 고장 발생 현상을 예 측할 수 있는 모델의 능력을 의미한다.

대부분의 SRGMs은 소프트웨어에 내재된 결함 특성과 고장의 통계적 발생 과정에 관한 가정에 기반을 두고 소프트 웨어에 대한 전반적인 신뢰성 평가 및 예측을 제공한다. 또

[^0]한 최적의 소프트웨어 양도 시점을 결정하는데도 사용된다. 이 부류의 모델들은 특정 소프트웨어의 개발 및 운영 환경에 대한 다양한 가정을 반영한 다수의 모수들 (Parameters)을 포함하고 있다. 그러나, 모든 소프트웨어 시스템에 적용 가능 한 하나의 보편적인 모델이 없는 실정이다. 만약, 소프트웨어 시스템의 과거 고장 이력에 기반을 두고 자체의 모델올 개발 하는 시스템을 갖고 있다면 그와 같은 가정은 고려하지 않아 도 된다. 이 요구조건을 만족하는 것으로 신경망 또는 뉴로퍼지 시스템이 있다. 이 시스템들의 특징은 사전 정보인 소 프트웨어의 환경과 조건에 대한 가정을 고려하지 않는다. 단 지, 관찰된 고장 이력만을 입력으로 요구하며, 관찰된 표본 데이터에 적합한 합수를 학습할 수 있는 능력을 갖고 있으 며, 보편적 함수 근사기 (Universal Function Approximator) 로서의 기능을 수행할 수 있음이 증명되었다.

뉴로-퍼지 시스템은 관찰된 표본 데이터를 처리하여 시 스템의 맴버쉽 함수의 형태 모수를 결정하기 위해 신경망 이론에서 유도된 학습 알고리즘을 사용하는 퍼지 시스템으 로 함수근사와 패턴분류에 널리 적용되고 있다. 뉴로-퍼지 시스템에 대한 자세한 설명은 Lauck [1]과 Nauck et al. [2]를 참조하기 바란다. 또한 뉴로-퍼지 시스템을 소프트웨 어 신뢰성 예측분야에 적용한 사례는 이상운 [3]이 있다. 주어진 문제에 대해 적절한 뉴로-퍼지 시스템을 확인하기 위해서는 맴버쉽 함수와 최적의 규칙수가 정의되어야만 한 다. 이는 사전 지식에 의해, 학습에 의해, 또는 이 2 가지를 합성한 방법에 의해 수행된다. 소프트웨어 신뢰성을 예측하 기 위해 뉴로-퍼지 시스템올 적용시, 규칙의 개수와 데이터 분할 비율에 대한 적절한 정보를 갖고 있다면, 다양한 모델 을 적용하여 수행시킨 결과를 비교해 최적의 모델을 선정 하는 시행착오법에 소요되는 노력을 감소시킬 수 있다. 따 라서, 본 논문에서는 최적의 모델 구조에 대한 주어진 데이 터의 적절한 분할 비율이 뉴로-퍼지 시스템을 적용한 소프 트웨어 신뢰성 예측력에 어떠한 영향을 미치는지 실험을 통해 지침을 제시하고자 한다. 2 장에서는 모델의 구조와 데 이터 크기가 일반화 오차에 미치는 영향과 관련 연구에 대 해 언급한다. 3 장에서는 데이터 분할 비율이 소프트웨어 신 뢰성 예측력에 미치는 영향에 대해 실험을 통해 비교 분석 하여 본다.

## 2. 모멜의 예축럭(일반화 능럭)

주어진 문제에 적합한 특정 모델을 선택하는데 있어서 가장 중요한 점은 선정된 모델이 얼마나 일반화 능력 (Generalization Ability)을 갖고 있는가 이다. 이는 모델을 훈련시키는데 사용된 훈련 데이터에 존재하지 않는 새로운 데이터에 대해 모델이 얼마나 잘 적합할 수 있는지의 능력 이다. 즉, 우리의 목적은 새로운 데이터에 대해 최상의 성 능을 가진 모델을 찾는 것이다[4]. 따라서, 본 장에서는 주 어진 문제에 대해 최적의 일반화 능력을 갖는 모델을 선정 하기 위해, 일반화 능력에 영향을 미치는 요인이 어떤 것이 있는지, 어떤 방법을 사용하는 것이 최선인지를 고찰해 보 고자 한다.

## 2.1 예측력에 영향을 미치는 요인

모집단 (주어진 문제)에서 추출한 표본 (훈련 데이터)을 사용해 우리가 얼고자 하는 최적의 실제 함수에 근사 시키는 경우를 고려해 보자. 모델의 함수 근사 오차 (Approximation Error) $\boldsymbol{E}_{\boldsymbol{a}}^{*}$ 는 근사적으로 식 (1)과 같이 표현된다.

$$
\begin{equation*}
E_{a}^{*} \approx E_{r}+E_{g} \tag{1}
\end{equation*}
$$

여기서 $\boldsymbol{E}_{r}$ 은 표현오차 (Representation Error)이며, $\boldsymbol{E}_{\boldsymbol{a}}$

는 일반화 오차 (Generalization Error)이다. 표현오차 ( $\boldsymbol{E}_{r}$ ) 는 함수에 대해 완전한 지식 (잡음이 없는 무한한 학습 데 이터)을 갖고 있을 경우 주어진 함수를 표현할 수 있도록 얼마나 정확한 구조를 제공할 수 있는가를 알려준다. 구조 가 충분히 복잡하지 않으면 복잡한 데이터에 내재된 신호 를 완전히 검출하지 못해 과소 적합 (Underfitting)을 유발 시킨다. 이에 반해 구조가 너무 복잡해지면 잡음에 까지도 적합되어 새로운 데이터에 대한 일반화 능력을 무시하는 과잉 적합 (Overfitting)을 유발시킨다. 과소 적합은 출력에 과다한 편향 (Bias)을, 과잉 적합은 과다한 편차 (Variance) 를 나타내며 이를 편향-편차 문제라 한다[5]. 일반화 오차 $\left(\boldsymbol{E}_{\boldsymbol{g}}\right)$ 는 실제로는 항상 유한한 학습 데이터를 갖고 있으므 로 제한된 학습 데이터 크기로 최상의 근사 함수를 추정함 으로 인해 발생되는 추가적인 오차로 학습 데이터의 크기 ( $N$ )가 증가하면 0 로 수렴된다.
따라서, 모델의. 근사 오차는 모델의 구조와 주어진 데이 터의 크기에 의존함을 알 수 있다. 만약 모델의 구조가 주 어진다면 (규칙 수 결정), 표현오차 ( $\boldsymbol{E}_{r}$ )는 $N$ 개의 학습 데 이터의 선택과 모델의 맴버쉽 함수에 대한 초기 값에 의존 함을 알 수 있다.

일반적으로, 주어진 입출력에 대해 원하는 정확도를 가진 관계를 찾는데 충분한 정보를 제공하기 위해 얼마나 많은 학습 데이터가 필요한가와 얼마나 많은 규칙수가 사용되어 야 하는가의 문제는 근사 시킬 함수의 복잡도에 의존하며, 일반적인 해답은 결코 존재하지 않는다. 소프트웨어 시험을 수행하는 과정에서 수집된 고장 데이터는 유한개이며, 고정 되어 있다. 또한 이 데이터를 사용해 최적의 모델을 선정해 미래의 예측력을 평가해야만 한다. 따라서, 이 경우는 학습 데이터의 크기가 고정된 경우로 최적의 모델의 구조 (규칙 수)만 결정하면 된다.

## 2.2 모델 구조

뉴로-퍼지 시스템에서 모델의 구조, 즉 최적의 규칙 수를 결정하는 방법을 살펴보자. 주어진 데이터로부터 Fuzzy C-Means 알고리즘 이용 출력 데이터를 분석하여 필요한 초기 규칙 수를 결정하고 입력 변수 식별과 입력 맴버쉽 함수를 결정하기 위해 신경망의 학습 알고리즘을 사용하는 방법이 있다[1]. 또한 사전 정보를 갖고 있지 못할 경우, 규 칙이 없는 상태에서 사전 정보를 가진 경우의 획득된 규칙 수로 초기화시키고 구성 알고리즘을 적용하여 나머지 규칙 을 추가시켜 최적의 규칙 수를 찾는 방법도 제시되어 있다 [2]. 그러나 이들 방법 중 최적의 구조를 찾는데 가장 효과 적인 방법이라고 제시된 것은 없다. 단지 주어진 문제의 복 잡한 발생 과정에 영향을 받는다.

## 2.3 데이터 분할

모델을 훈련시키기 위해 수집된 데이터를 단순히 훈련

데이터와 시험 데이터로 분할하는 Split-Sample Validation 방법이 있다. 신경망이나 뉴로-퍼지 분야에서는 일반적으로 관찰된 데이터를 훈련 데이터, 검중 데이터와 시험 데이터 로 분류한다. 훈련 데이터는 모델의 모수 (맴버쉽 함수)를 적합(Fit) 시키기 위해 학습에 사용되는 표본 데이터이다. 검중 데이터는 모델의 모수를 조율 (규칙 수 결정)하는데 사용되는 표본으로 훈련에는 참여하지 않고 단지 언제 시 험을 종료시킬 것인가를 결정하는데 사용된다. 또한 시험 데이터는 훈련과 검증 데이터를 이용해 확정된 모델에 대 한 일반화 성능만을 평가하는데 사용되는 표본 데이터로 일반화하고자 하는 모집단을 대표하는 표본이어야 한다. 따 라서, 훈련 데이터와 검중 데이터를 이용해 훈련이 종료된 모델에 시험 데이터로 수행시키면 시험 데이터의 오차는 일반화 오차의 불편 추정치를 제공한다[6-8]. 이 방법의 단 점은 훈련과 검증에 사용 가능한 데이터의 양이 줄어든다는 점이다. 훈련 데이터를 사용해 모델을 학습시킬 경우 언제 훈련을 종료시킬 것인가가 문제가 된다. 전형적으로 모델의 학습과정에서 훈련 데이터에 대한 오차는 계속적으로 감소 하는데 반해 검중 데이터의 오차는 점차 감소하다가 특정 시점에서 급격히 중가하는 경향을 나타낸다. 이러한 현상을 감안하여 검중 데이터의 오차가 급격히 증가하는 초기 시점 에서 모델의 훈련을 멈추는 기법이 있다. 이 시점에서 시험 데이터 집합의 일반화 오차가 최소화되어 모델의 일반화 능 력이 최대로 됨이 밝혀졌으며, 이 전략이 Early Stopping (Stopped Early, Optimal Stopping)기법이다.
신경망 분야에서 주어진 학습 데이터 크기와 은닉 뉴런 수와의 관계에 관한 연구는 Vyṡniauskas [5], Baum et al. [7], Barron [9,10], White [11]가 있다. 충분한 데이터 크기 가 주어진다면 추정오차를 감소시킬 수 있어 일반화 오차 도 감소가 된다. 그러나 소프트웨어 시험을 수행하는 과정 에서 미래의 신뢰성울 예측하는 경우를 살펴보자. $i$ 번째 시험시간 $t_{i}$ 까지 발견된 누적 고장 수 $m_{i}$ 또는 $i$ 번째 고 장이 발생한 시간 $s_{i}$ 로 수집된 고장 데이터를 이용할 경우, 학습 데이터의 크기는 유한한 값을 가진다. 이 경우 충분한 데이터 크기를 제공하질 못해 일반화 오차를 어느 한계 이 하로는 감소시킬 수 없다. 단지 Early Stopping 기법을 적 용시 관찰된 데이터를 어떤 비율로 훈련 데이터와 검증 데 이터로 분할시킬 것인가에 따라 예측 오차에 영향을 미친 다. 훈련과 검증 데이터의 분할 비율에 대한 연구는 Amari et al. [6], Bös [8]과 Barber et al. [12]이 있다. 수집된 데 이터에서 검중 데이터에 사용될 최적의 표본 비율 $\eta^{\eta n t}$ 를 구하기 위해 Amari et al. [6], Barber et al. [12]은 주어진 데이터가 선형합수인 경우 식 (2)와 같이 입력변수의 개수 에 비례하는 식을 유도하였다.

$$
\begin{equation*}
\eta^{\text {oot }} \propto N^{\tau} \tag{2}
\end{equation*}
$$

여기서, $N$ 은 입력 변수의 개수이며, $\tau$ 은 상수로 Amari
et al. [6]는 $1 / 2$ 로, Barber et al. [12]는 $1 / 3$ 로 설정하였다. B 3 s [8]은 비선형 함수인 $\tanh$ 함수를 학습하는 경우에 대 해, 혼련 데이터가 400 개, $\eta$ 는 $0.20,0.10$ 과 0.05 에 대해 실 험 결과 $\eta^{\text {opt } \text { 를 찾는 것은 매우 어려우며 단지 적은 비율의 }}$ 검증 데이터로도 줗은 결과를 얻는데 충분합을 제안하였다. Haykin [13]는 통계학 분야에서는 전형적으로 학습 데이터 의 약 $10 \sim 20 \%$ 를 검중 데이터로 사용함을 제시하였다. 그 러나 위의 연구사례 모두 신경망에 대한 연구이며, 뉴로-퍼 지 시스템에 관한 연구는 없는 실정이다. 또한 데이터의 양 이 보통 또는 충분히 큰 경우이고, 선형이나 tanh인 특정 함수에 대한 실험 결과임을 알 수 있다.

소프트웨어는 다양하며, 고장 발생 과정 또한 비선형으 로 모두 다른 함수 형태를 취한다. 따라서 특정 함수에 대 한 연구 결과를 적용할 경우 오차가 발생할 수 있다. 또한 소프트웨어 시험시 수집된 Lyu [14]의 데이터 33개를 분석 한 결과는 <표 $1>$ 에 제시된 바와 같이 매우 적은 수이다.

〈표 1〉 고장 수와 고장시간 데이터.

| 소프트 <br> 웨어 | 구 분 | 데이터 <br> 크기 | 소프트 <br> 웨어 | 구 분 | 데이터 <br> 크기 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| CSR1 | 고장시간 | 397 | Dataset2 | 고장시간 | 111 |
| CSR2 | 고장시간 | 129 | Dataset4 | 고 장 수 | 32 |
| CSR3 | 고장시간 | 104 | Dataset5 | 고 장 수 | 14 |
| Data1 | 고장시간 | 14 | J | 고 장 수 | 62 |
| Data3 | 고 장 수 | 46 | J 2 | 고 장 수 | 181 |
| Data4 | 고 징 수 | 17 | J 3 | 고 장 수 | 41 |
| Data5 | 고 장 수 | 10 | $\mathrm{J4}$ | 고 장 수 | 114 |
| Data6 | 고 장 수 | 13 | J5 | 고 수 | 73 |
| Data7 | 고 장 수 | 109 | OCD1 | 고 장 수 | 102 |
| Data8 | 고 장 수 | 111 | S 2 | 고장시간 | 54 |
| Data9 | 고 장 수 | 199 | S 27 | 고장시간 | 41 |
| Data10 | 고 장 수 | 16 | SS1 | 고 장 수 | 81 |
| Data11 | 고장시간 | 118 | SS4 | 고장시간 | 197 |
| Data12 | 고장시간 | 180 | SYS1 | 고장시간 | 135 |
| Data13 | 고장시간 | 213 | SYS2 | 고장시간 | 86 |
| Datal4 | 고 장 수 | 46 | SYS3 | 고장시간 | 207 |
| Dataset1 | 고 장 수 | 140 |  |  |  |

따라서, 복잡한 비선형 형태를 취하는 소프트웨어 신뢰성 분야에서, 훈련 데이터와 검증 데이터의 분할 비율이 모델 의 예측력에 미치는 영향에 대한 정형화된 관계를 제시할 필요가 있다. 정형화된 결과를 사용할 경우 여러 모델을 실 험하여 적합한 모델을 결정하는데 소요되는 노력을 감소시 킬 수 있을 것이다.

## 3. 예축 심험 및 결과

본 장에서는 주어진 고장 데이터로부터 뉴로-퍼지 소프 트웨어 신뢰성 모델의 예측력에 영향을 미치는 모델의 구 조와 학습 데이터 분할 비율과의 관계률 실험올 통해 검중 한다. 즉, 모델의 구조를 변경시켜 가면서, 주어진 데이터를 훈련과 검중 데이터의 다양한 비율로 설정하여 훈련시킨 결과 최적의 구조를 결정한다. 또한, 이 구조에 대한 데이

터의 분할 비율에 따른 모델의 예측력올 분석하고자 한다．
소프트웨어 시험 중 $i$ 시점까지 수집된 고장 데이터롤 이 용해 이후의 $r$ 시점에서의 누적 고장 수 $\left(m_{i}\right)$ 또는 고장 발 생시간 $\left(s_{i}\right)$ 올 예측하는 경우를 고려해 보자．Karunanithi et al．［15，16］은 예측력 쳑도로 $i$ 에 대해 다음 단계（Next－ Step）와 마지막 단계（End－Step）예측 상대 오차를 고려하 였다．미래의 몇 단계 앞을 예측할 것인가는 주관적 관점에 따라 차이가 발생되나 마지막 단계 예측은 데이터의 개수에 따라 차이가 발생한다．또한，실제 적용에 있어서도 시험올 종료하는 시점을 명확히 판단할 수 없다．따라서，우리의 주 요 관심은 소프트웨어가 주어진 시간 동안（다음 단계）고장 없이 작동하는가 여부이므로 본 연구에서는 다음 단계 예측 에 한정하여 모델의 예측력을 분석하여 본다．그러나 다양한 $r$ 이 적용 가능하다．
적절한 데이터 분할 비율을 결정하기 위해，식（1）에서 $\eta$ 의 범위롤 $0<\eta \leq 0.5$ 로 설정하여 $\eta=0.05,0.1,0.15,0.2,0.25$ ， $0.3,0.35,0.4,0.45,0.5$ 에 대해 각각 실험을 수행한다．모델 의 예측력은 훈련 데이터 수，잡음의 크기，학습하고자 하는 함수의 복잡도와 모델의 구조에 큰 영향을 반기 때문에 주어 진 데이터로부터 직접 모델의 구조를 결정할 수 있는 방법은 없다．따라서，규칙의 개수를 직접 결정하지 않고 2 개 $\sim 40$ 개까 지 변화시켜 가면서 모델에 대한 최적의 구조를 결정한다．시 스템의 출력과 목표 값（Target）간의 오차가 최소화되도록 LMS（Least Mean Square error）알고리즘을 사용하여 시스 템을 학습시킨다．시스템의 훈련을 종료하는 시점을 결정하기 위해 Early Stopping 기법을 사용한다．시스템의 훈련제도로 는 Karunanithi et al．［ 15,16 ］가 제안한＜표 $2>$ 의 훈련제도를 사용한다．

〈표 2〉 훈련제도

| 훈 련 제 도 | 고잠수 데이터 |  | 고장시간 데이터 |  |
| :---: | :---: | :---: | :---: | :---: |
|  | 입력 | 출력 | 입력 | 출력 |
| 일 반 훈 련 제 도 <br> （Generalization Regime） | $t_{i}$ | $m_{i}$ | $i$ | $s_{i}$ |
| 예 측 훈 련 제 도 <br> （Prediction Regime） | $t_{i-1}$ | $m_{i}$ | $i-1$ | $s_{i}$ |

즉，고장 수 데이터의 일반훈련제도는 수집된 데이터에 대해 $i$ 시점의 시험시간 $t_{i}$ 을 입력으로 하였을 때 $i$ 시점까 지 발견된 누적 고장 수 $m_{i}$ 가 출력되도록 훈련을 시키는 것이고，훈련이 종료된 후 $i+1$ 시점의 시험시간 $t_{i+1}$ 을 입 력하면 이 시점에서의 예측되는 누적 고장 수 $m_{i+1}$ 을 얻 을 수 있다．선택된 데이터에 대해 2 개 훈련제도 각각에 대 해 규칙 수와 데이터 분할 비율에 대해 뉴로－퍼지 소프트 웨어 신뢰성 예측 모델올 구축한다．다음 단계 예측에는＜ 표 $1>$ 에서 기술된 19 개의 고장 수 데이터와 14 개의 고장시 간 데이터에서 실험에 사용될 데이터를＜표 3 ＞과 같이 선 택하였다．

〈표 3〉 실험에 사용된 데이터

| 고장 데이터 크기 | 소 프 $\quad$ 트 웨 어 |  |
| :---: | :---: | :---: |
|  | 고장 수 데이터 | 고장시간 데이터 |
| $10 \sim 50$ | Datal4，J3 | Datal，S27 |
| $51 \sim 100$ | J5，SS1 | S2，SYS2 |
| $101 \sim 150$ | Data7，Dataset1 | CSR2，SYS1 |
| $151 \sim 200$ | Data9，J2 | Data12，SS4 |
| $201 \sim 250$ | - | Datal3，SYS3 |

$n$ 을 고장 데이터의 총 개수라 할 때，주어진 고장 수 데 이터 $\left(t_{i}, m_{i}\right), i=1,2, \cdots, n$ 에 대해，$l$ 올 뉴로－퍼지 시스템 훈련에 사용된 데이터 크기로，$r$ 은 예측 대상 시점으로 가 정하자．훈련에 사용되는 최소한의 데이터 크기는 3 으로 설 정한 후（즉，$l=3$ ）주어진 훈련제도에 대해 다음 단계 예 측 절차는 다음과 같이 수햄된다．

단계（1）훈련 제도와 규칙 수 결정．
단계（2）검증 데이터 비율 $\eta$ 결정．
단계（3）학습 알고리즘과，혼련 데이터 $\left(t_{i}, m_{i}\right)$ ， $i=1,2, \cdots, l$ 을 사용하여 훈련 수행．
단계（4）$t_{l+j}, j=1,2, \cdots, r$ 시간을 입력하여 $j$ 번째 미래의 누적 고장 수，$\widehat{m}_{i+j}$ ，예측과 상대 오차 $e_{l j}=\frac{\left(\widehat{m}_{i+j}-m_{l+j}\right)}{m_{l+j}} \cdot 100$ 계산．
단계（5）$l$ 을 1 중가，$l=n-r$ 이 될 때까지（2）$\sim(4)$ 단계 수행．
단계（6）$l$ 에 대해 $e_{l j}$ 의 평균 계산．
$l$ 에 대한 $e_{i j}$ 의 평균은 $\bar{e}_{. j}$ 로 표기되며，이는 평균 상대 예측 오차（the average relative prediction error： AE ）이 다．훈련제도 각각에 대해 규칙 수와 검증 데이터 비율 $\eta$ 를 증가시키면서 단계（2）～（6）이 수행하였다．다음 단계 예 측 값인 출력과 AE 를 구하고，시스템의 다음 단계 평균 예 측 오차가 최소가 되는 규칙 수를 선택하였다．

（그림 1）Data7에 대한 $\mathrm{AE}(\eta=0.05)$

Data7에 대해 최적인 규칙을 사용한 경우，최적의 $\eta$ 에 대한 AE 를（그립 1）에，출력은（그림 2）에 제시하였다．＜표 $4>$ 는 8 개의 고장 데이터에 대해 선택된 최적의 규칙 수와 AE 를 제시하고 있다．


〈표 4〉고장 수 데이터의 최적의 규칙 수와 AE

| System／ 휸련제도 |  | 구분 |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 0.5 | 0.45 | 04 | 0.5 | 03 | 0.5 | 0.2 | 0.15 | 0.1 | 0.05 |
| $\begin{gathered} \text { Deta } \\ 14 \end{gathered}$ | $\begin{aligned} & \text { 일 } \\ & \text { 탄 } \end{aligned}$ |  | 가칙수 | 30 | 30 | 30 | 29 | 27 | 28 | 27 | 30 | 30 | 5 |
|  |  | AE | 1313 | 13.27 | 1322 | 1029 | 10.66 | 10.0 | 9.53 | 1322 | 8.47 | 738 |
|  |  | 규치ㄱㅜㅜ | 30 | 30 | 30 | 30 | 30 | 29 | 27 | 36 | 26 | 29 |
|  |  | AE | 1370 | 1386 | 1326 | 1298 | 1218 | 11.82 | 10.36 | 983 | 871 | 7．AR |
| J3 | $\begin{aligned} & \text { 율 } \\ & \text { 빤 } \end{aligned}$ | 규치수 | 30 | 30 | 8 | 8 | 9 | 9 | 11 | 12 | 3 | 14 |
|  |  | AE | 974 | 11.50 | 10.43 | 10.9 | 11.06 | 9.74 | 9.32 | 7.50 | 625 | 4.88 |
|  | $\begin{aligned} & \text { 의 } \\ & \text { 축 } \end{aligned}$ | 규뇍수 | 29 | 28 | 28 | 4 | 11 | 4 | 12 | 11 | 12 | 12 |
|  |  | AE | 11.76 | 1358 | 1506 | 13¢6 | 1203 | 10．80 | 904 | 7.11 | 5.98 | 501 |
| 5 | $\begin{aligned} & \text { 일 } \\ & \text { uf } \end{aligned}$ | 규칙수 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 3 |
|  |  | AE | 1313 | 11：88 | 10.98 | 9.71 | 8.36 | 7.50 | 6.36 | 6.00 | 5.13 | 4.28 |
|  | $\begin{aligned} & \text { 의 } \\ & \text { 융 } \end{aligned}$ | 규치구 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 |
|  |  | AE | 10.37 | 10.01 | 887 | 7．61 | 861 | 780 | 6.96 | 6.43 | 533 | 4．61 |
| SS1 | $\begin{aligned} & \text { 을 } \\ & \text { 반 } \end{aligned}$ | 규치구 | 14 | 14 | 14 | 16 | 14 | 14 | 14 | 17 | 17 | 5 |
|  |  | AE | 11.09 | 9.87 | 9.82 | 920 | 737 | 728 | 6．39 | 5.72 | 4.53 | 3， 40 |
|  | of | 규칙수 | 15 | 16 | 16 | 16 | 13 | 13 | 7 | 6 | 13 | 30 |
|  |  | AE | 21.54 | 18.43 | 16.24 | 1265 | 10.78 | 8.58 | 7.33 | 6.32 | 5.21 | 398 |
| $\begin{array}{\|c\|c\|} \text { Data } \\ 7 \end{array}$ | $\begin{aligned} & \text { 일 } \\ & \text { 반 } \end{aligned}$ | 규치구 | 2 | 6 | 6 | 3 | 3 | 3 | 6 | 6 | 5 | 5 |
|  |  | AE | 23.74 | 2304 | 21.16 | 17.70 | 13.59 | 1122 | 9.23 | 735 | 5.50 | 4.19 |
|  | $\begin{aligned} & \text { df } \\ & \text { 축 } \end{aligned}$ | 규칙수 | 12 | 6 | 8 | 3 | 3 | 3 | 12 | 12 | 6 | 6 |
|  |  | AE | 2298 | 2230 | 20.57 | 16.39 | 1328 | 11.17 | 9.12 | 726 | 564 | 4．22 |
| $\begin{array}{\|c\|c\|} \hline \text { Deta } \\ \text { set1 } \end{array}$ | $\begin{aligned} & \text { 일 } \\ & \text { 빤 } \end{aligned}$ | 규최수 | 2 | 2 | 2 | 2 | 4 | 4 | 6 | 3 | 3 | 8 |
|  |  | AE | 1593 | 1552 | 1322 | 11.94 | 12.44 | 10.07 | 9.27 | 6.85 | 5.58 | 406 |
|  | $\begin{aligned} & \text { d } \\ & \text { 충 } \end{aligned}$ | 규치구 | 2 | 2 | 2 | 2 | 2 | 3 | 3 | 3 | 3 | 3 |
|  |  | AE | 16.29 | 14.98 | 13.10 | 10.53 | 10.11 | 8．52 | 6.47 | 562 | 4．26 | 3.5 |
| $\begin{gathered} \text { Data } \\ 9 \end{gathered}$ | $\begin{aligned} & \text { 일 } \\ & \text { 반 } \end{aligned}$ | 규칙수 | 16 | 17 | 17 | 17 | 6 | 6 | 6 | 6 | 6 | 5 |
|  |  | AE | 45．98 | 4217 | 37.57 | 3583 | 33.27 | 29.57 | 25.54 | 18.58 | 13.04 | 8.11 |
|  | $\begin{aligned} & \text { d } \\ & \text { a } \end{aligned}$ | 규치수 | 16 | 17 | 17 | 27 | 6 | 6 | 6 | 6 | 6 | 5 |
|  |  | AE | 42.53 | 41.98 | 3728 | 35.56 | 31.88 | 2933 | 24.70 | 1879 | 13.08 | 8.17 |
| J2 | $\begin{aligned} & \text { 일 } \\ & \text { 반 } \end{aligned}$ | 규쵝수 | 3 | 10 | 10 | 11 | 10 | 25 | 26 | 30 | 23 | 32 |
|  |  | AE | 36.99 | 36.67 | 36.27 | 3537 | 31.02 | 27.72 | 22.35 | 17.55 | 9．45 | 6.85 |
|  | $\begin{aligned} & \text { of } \\ & \text { a } \end{aligned}$ | 규최수 | 3 | 8 | 10 | 11 | 10 | 23 | 10 | 28 | 10 | 10 |
|  |  | AE | 3582 | 3650 | 35.14 | 33.37 | 30.11 | 26.20 | 21.72 | 17.40 | 1284 | 8.42 |

주어진 고장시간 데이터 $\left(i, s_{i}\right), i=1,2, \cdots, n$ 에 대해 다음 단계 예측 절차는 고장 수 데이터와 동일한 과정으로 수행 되었다． Sys 3 에 대해 최적인 규칙 수를 사용한 경우，최적 의 $\eta$ 에 대한 AE 를（그립 3）에 표시하였다．최적의 규칙 수 와 AE 는＜표 $5>$ 에 표현되어 있다．

（그림 3）Sys3에 대한 $\mathrm{AE}(\eta=0.05)$
〈표 5〉 고장시간 데이터의 최적의 규칙 수와 AE

| System／ 훈련재도 |  | 구 분 | 7 |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 05 | 0.45 | 0.4 | 035 | 0.3 | 025 | 0.2 | 0.15 | 0.1 | 0.06 |
| $\begin{gathered} \text { Deta } \\ 1 \end{gathered}$ | $\begin{aligned} & \text { 율 } \\ & \text { " } \end{aligned}$ |  | 규히수 | 13 | 23 | 23 | 9 | 9 | 9 | 15 | 19 | 15 | 15 |
|  |  | AE | 906 | 9.47 | 8.98 | 952 | 732 | 5.45 | 6.31 | 7.98 | 7.17 | 7.17 |
|  | $\begin{aligned} & \text { 여 } \\ & \text { 축 } \end{aligned}$ | 규췩수 | 9 | 9 | 9 | 9 | 9 | 9 | 9 | 9 | 9 | 9 |
|  |  | AE | 10.27 | 10.27 | 937 | 10.80 | 11.89 | 1036 | 938 | 9.45 | 8.46 | 8.46 |
| S27 | $\begin{aligned} & \text { 열 } \\ & \text { 난 } \end{aligned}$ | 규칙수 | 5 | 5 | 5 | 5 | 5 | 5 | 2 | 12 | 16 | 17 |
|  |  | AE | 2854 | 26.64 | 2231 | 21.54 | 21.39 | 24.05 | 24.51 | 1965 | 17.73 | 1253 |
|  | $\begin{aligned} & \text { of } \\ & \text { 측 } \end{aligned}$ | 규치수 | 5 | 20 | 21 | 23 | 2 | 3 | 2 | 2 | 15 | 27 |
|  |  | AE | 31.58 | 32.2 | 3333 | 33.07 | 3036 | 26.39 | 22.78 | 1977 | 15.96 | 12.43 |
| S2 | $\begin{aligned} & \text { 율 } \\ & \text { 반 } \end{aligned}$ | 규쵝수 | 2 | 3 | 3 | 2 | 2 | 2 | 2 | 3 | 10 | 4 |
|  |  | AE | 36.40 | 30．80 | 3681 | 22.74 | 19.41 | 17.08 | 15.78 | 26.81 | 13．／5 | 10.03 |
|  | 흘 | 규쵝수 | 7 | 7 | 5 | 3 | 2 | 2 | 2 | 6 | 6 | 6 |
|  |  | AE | 30.46 | 27.70 | 23.58 | 22.10 | 17.96 | 15.12 | 1524 | 12.68 | 10.48 | 935 |
| $\begin{gathered} \text { SYS } \\ 2 \end{gathered}$ | $\begin{aligned} & \text { 인 } \\ & \text { 반 } \end{aligned}$ | 규직수 | 11 | 10 | 10 | 14 | 14 | 15 | 16 | 5 | 5 | 4 |
|  |  | AE | 1584 | 15.98 | 14.68 | 13.35 | 1268 | 11.23 | 10.80 | 859 | 7.54 | 5.89 |
|  | $\begin{aligned} & \text { of } \\ & \text { के } \end{aligned}$ | 규치수 | 9 | 10 | 10 | 16 | 14 | 22 | 5 | 5 | 2 | 5 |
|  |  | AE | 12.63 | 12.15 | 12.5 | 12.06 | 10.68 | 10.78 | 966 | 8.04 | 7.33 | 528 |
| $\begin{gathered} \text { CSR } \\ 2 \end{gathered}$ | $\begin{aligned} & \text { 일 } \\ & \text { 반 } \end{aligned}$ | 규칙수 | 30 | 27 | 26 | 24 | 28 | 20 | 2 | 2 | 2 | 5 |
|  |  | AE | 3484 | 3437 | 3302 | 30.80 | 28.66 | 24.62 | 21.78 | 17．67 | 14.78 | 10.97 |
|  | $\begin{aligned} & \text { aff } \\ & \text { a } \end{aligned}$ | 규칙수 | 30 | 30 | 28 | 28 | 20 | 2 | 2 | 2 | 2 | 5 |
|  |  | AE | 35.35 | 3529 | 3361 | 31．46 | 2921 | 26，40 | 21.88 | 1803 | 1523 | 11.07 |
| $\begin{gathered} \text { SYS } \\ 1 \end{gathered}$ | $\begin{aligned} & \text { 일 } \\ & \text { 반 } \end{aligned}$ | 규치수 | 8 | 8 | 9 | 9 | 13 | 18 | 20 | 7 | 24 | 34 |
|  |  | AE | 2750 | 24.90 | 23．47 | 1900 | 18.49 | 16.18 | 15.13 | 11.38 | 9.41 | 7.42 |
|  | $\begin{aligned} & \text { वf } \\ & \text { * } \end{aligned}$ | 규치구 | 9 | 9 | 9 | 7 | 7 | 7 | 7 | 28 | 26 | 25 |
|  |  | AE | 25.40 | 21.60 | 18.5 | 17.75 | 16.94 | 15.16 | 13.47 | 7．65 | 9.19 | 751 |
| Data 12 | $\begin{aligned} & \text { 일 } \\ & \text { 반 } \end{aligned}$ | 규칙수 | 2 | 28 | 30 | 28 | 29 | 2 | 2 | 2 | 2 | 24 |
|  |  | AE | 31.09 | 27.78 | 24.68 | 21.64 | 20.13 | 1781 | 1603 | 14.36 | 1236 | 8.87 |
|  | $\begin{aligned} & \text { af } \\ & \text { * } \end{aligned}$ | 규치수 | 29 | 29 | 29 | 29 | 30 | 29 | 2 | 2 | 23 | 35 |
|  |  | AE | 28.36 | 24.97 | 21.06 | 1923 | 19.24 | 18．49 | 16.44 | 14．62 | 1231 | 8.53 |
| SS4 | $\begin{aligned} & \text { 일 } \\ & \text { 郔 } \end{aligned}$ | 규칙수 | 23 | 22 | 23 | 2 | 2 | 5 | 5 | 2 | 7 | 6 |
|  |  | AE | 1819 | 17.74 | 16.78 | 14.81 | 13.86 | 12.74 | 10.61 | 937 | 8.03 | 5.70 |
|  | $\begin{aligned} & \text { of } \\ & \text { \& } \end{aligned}$ | 규지구 | 23 | 21 | 22 | 2 | 2 | 5 | 5 | 5 | 7 | 6 |
|  |  | AE | 8.67 | 8.85 | 9.21 | 15.19 | 14.58 | 1264 | 11.20 | 10.65 | 831 | 6.04 |
| $\begin{gathered} \text { Data } \\ 13 \end{gathered}$ | $\begin{aligned} & \text { 일 } \\ & \text { 난 } \end{aligned}$ | 가치수 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 |
|  |  | AE | 23.08 | 20.12 | 17.29 | 14.50 | 9.96 | 10.17 | 877 | 7.35 | 6.19 | 390 |
|  | $\begin{aligned} & \text { af } \\ & \text { 흑 } \end{aligned}$ | 규치ㄱㅜㅜ | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 |
|  |  | AE | 24.12 | 2090 | 17.93 | 15.32 | 13.11 | 1060 | 9.12 | 7.68 | 6.51 | 5.51 |
| $\begin{gathered} \text { SYS } \\ 3 \end{gathered}$ | $\begin{aligned} & \text { 일 } \\ & \text { 빤 } \end{aligned}$ | 규칙수 | 16 | 21 | 25 | 28 | 15 | 16 | 30 | 28 | 30 | 3 |
|  |  | AE | 15.12 | 13.81 | 1282 | 11.84 | 10.42 | 9.96 | 9.23 | 8.17 | 7.20 | 523 |
|  | $\begin{aligned} & \text { वf } \\ & \text { 측 } \end{aligned}$ | 규셕수 | 18 | 19 | 23 | 21 | 15 | 21 | 21 | 28 | 6 | 6 |
|  |  | AE | 1298 | 1291 | 1229 | 11.60 | 1037 | 961 | 9.03 | 8.47 | 6.50 | 498 |

실험 결과, Datal의 일반 훈련제도를 제외하고는 고장 수 와 고장시간 데이터 모두 검중 데이터에 할당되는 비율이 최소가 될 때 (즉, $\eta=0.05$ 인 경우), 다음단계 예측력이 가 장 줗은 결과를 얻었다. 따라서, 뉴로-퍼지 시스템을 활용 하여 소프트웨어 신뢰성을 예측하는데 있어서 본 실험결과 를 이용할 경우 시스템에 적용되는 데이터의 분할 비율의 적절성을 판단하는데 지침을 제공할 수 있을 것이다.

## 4. 견톤 및 향후 연구과제

본 논문은 관찰된 고장 데이터로부터 소프트웨어 신뢰성 을 예측하기 위해 뉴로-퍼지 시스템 활용시 훈련에 사용되 는 데이터인 훈련 데이터와 검증 데이터의 최적의 분할비 율에 관한 연구를 수행하였다. 본 연구에는 데이터 크기가 각각 다른 8 개의 고장 수 데이터와 10 개의 고장시간 데이 터가 사용되었다. 실험 결과 다음단계 예측에 있어 검증 데 이터에 대한 할당 비율을 최소화하는 것이 최적의 예측 결 과를 나타냄올 알 수 있었다. 따라서, 뉴로-퍼지 시스템을 활용해 신뢰성을 예측할 때 예측력에 영향을 미치는 시스 템 구조와 데이터 크기 문제가 있다. 테이터 크기는 주어진 데이터에서 최소 데이터를 검중 데이터로 할당하고 훈련 데이터 크기를 최대한으로 크게 하는 것이 다음 단계 소프 트웨어 신뢰성 예측에는 적합함을 알 수 있었다. 본 실험 결과는 뉴로-퍼지 시스템을 활용해 소프트웨어의 신뢰성을 예측하고자 할 때 데이터 분할 비율에 대한 지침으로 활용 가능하다. 또한, 본 결과를 이용시 데이터 분할에 관한 시 행착오법에 소요되는 시간과 노력을 줄일 수 있을 것이다.
예측력을 향상시키는데 있어서 또 하나의 문제점은 시스 템 구조로 주어진 문제에 적절한 구조를 사전에 어떻게 인 지할 수 있는가 이며, 이는 주어진 테이터를 분석함으로서 획득할 수 있을 것이다. 따라서 이 분야에 관해 추후 연구 가 수행될 것이다.
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