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## 요 약


#### Abstract

전자상거래 시스템의 보급이 활성화되기 시작하면서 사용자의 구매 행위에 적웅형으로 대처하는 저능형 전자상거래 에이전트의 필요성이 증대되고 있다. 이와같은 적웅형 전자상거래 에이전트는 사용자의 구매 행위를 모니터하면서, 가 분야별 고겨의 구매 행위를 자동 분류하고, 분 류된 각 클러스터로부터 사용자의 취향을 하습하는 하는 기능을 필요로 한다. 이러한 기능을 가지는 적웅형 전자상거래 에이전트를 구축하기 위해서 본 논문에서는 다음 3 가지 부분에 중점을 두고 시스템을 설계하였다. 첫졔, 사용자의 구매 행위률 포괄적으로 모니터하여 사용자 행위 로 추상화하는 모니터 에이전트, 둘째, 고객 구매 행위 데이터로부터 유사한 분야 구매 데이터들로 클러스터하는 개념적 클러스터 에이전트, 셋 째, 각 클러스터로부터 사용자 프로파일을 구축하는 사용자 프로파일 애이전트를 중심으로 설계하는 방안을 제안하고 있다. 특히, 본 논문에서 는 보다 정확한 고객 구매 행위를 학습하기 위혜서 개념적 클러스터링 방식과 귀납적 기계학습 방식을 적용하는 2 단계 구조를 제안하고 있다. 이와 같은 구조는 여러 분야의 상품을 구매한 정보로부터 사용자의 다중 휘항을 학습할 때 발생하는 문제를 해결함으로, 사용자 프로파일을 정 확하게 구훅할 수 있는 장점이 있다. 이러한 정확한 사용자 프로파일을 기반으로 사용자에게 보다 적절한 정보를 제공하는 적웅혐 전자상거레 시스템을 만들 수 있다.


# Design of Adaptive Electronic Commerce Agents Using Machine Learning Techniques 
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#### Abstract

As electronic commerce systems have been widely used, the necessity of adaptive e-commerce agent systems has been increased. These kinds of agents can monitor customer's purchasing behaviors, cluster them in similar categories, and induce customer's preference from each category. In order to implement our adaptive e-commerce agent system, we focus on following 3 components - the monitor agent which can monitor customer's browsing/purchasing data and abstract them, the conceptual cluster agent which cluster customer's abstract data, and the customer profile agent which generate profile from cluster. In order to infer more accurate customer's preference, we propose a 2 layered structure consisting of conceptual cluster and inductive profile generator. Many systems have been suffered from errors in deriving user profiles by using a single structure. However, our proposed 2 layered structure enables us to improve the quality of user profile by clustering user purchasing behavior in advance. This approach enables us to build more user adaptive e-commerce system according to user purchasing behavior.


키워드 : 적옹형 전자상거래 애이전트(Adaptive Electronic Commerce Agent), 고객 프로파일(User Profile). 개넘적 큘러스터링(Conceptual Clustering), 귀납적 기계학습(Inductive Machine Learning)

## 1. 서 론

전자상거래 에이전트는 사용자에게 보다 편리한 기능을 제공하도록 한다. 여러 가지 측면에서 사용자에게 편리한 기능을 제공할 수 있지만, 가장 대표적인 기능은 사용자의 구매 행위에 적응형으로 대처할 수 있는 능력이다. 이와같 은 기능은 보다 정확한 사용자 프로파일을 구축하고, 이와

[^0]같은 사용자 프로표일올 기반으로 사용자에게 보다 필요한 상품 정보를 제공할 수 있도록 한다. 본 논문에서는 사용자 의 구매 행위에 따라서 적절한 상품 정보를 제공할 수 있 는 적응형 전자상거래 에이전트를 구축하는 방안을 제안하 고 있다.
적웅형 에이전트를 구축하기 위해서 본 논문에서는 3 가 지 부분에 중점을 두고 시스템을 개발하였다. 사용자의 정 확한 프로파일을 구축하기 위해서, 사용자의 구매 행위를 모 니터하는 모니터 에이전트, 사용자 구매 행위 데이터로부터 유사한 분야 구매 데이터들로 클러스터하는 개념적 클러스 터 에이전트, 각 클러스터로부터 사용자 프로파일을 구축하

는 사용자 프로파일 에이전트를 구축하기 위한 방안을 제 안하고 있다.
이와같은 방식을 취한 이유는 기존의 사용자 프로파일 에이전트가 가지고 있는 문제점을 극복하기 위함이다. 기존 의 기계학습 방식을 활용하는 시스템들에서는 입력 데이터 의 이질젹인 구조로 인해서 구축된 사용자 프로파일이 부 정확한 경우가 많이 있다. 예를 들면, 의류를 구매한 데이 터와 식료품올 구때한 데이터를 같이 가지고 사용자 프로파 일을 구축하면 그 결과는 매우 부정확한 결과를 보이게 된 다. 이와같은 문제점을 극복하기 위해서 본 논문에서는 사 용자 구매 행위률 보다 정확히 클러스터링하고, 그 클러스 터 결과에 거납적 기계학습을 적용하여 사용자 프로파일을 구축하는 방안을 제안하고 있다.
본 논문에서는 비감독 기계학습과 감독기계학습올 흔합 하므로써 사용자가 자신의 관심 분야를 일일이 지정하지 않 아도 되는 장점을 가지는 방안을 제안하고 있다. 비감독 기 계학습은 기존의 개녑적 클러스터링 방식을 개선하는 방식 을 활용하고 있다. 기존의 개념적 클러스터링 방식은 하향 식(top-down)방식을 취하기 때문에 입력되는 데이터의 순 서에 따라서 클러스터에 오류가 발생할 수 있게 된다. 이와 같은 오류는 최중 클러스터의 정확도를 떨어뜨리게 된다. 따 라서 본 논문에서는 먼저 각 데이터 사이의 유사도를 계산 하여 초기 seed를 결정하고 이에 개념적 클러스터를 적용 하는 방식을 취하였다. 이와같은 방식은 최종 결과 클러스 터들의 오류를 최소화하는 데 기여하고 있다.
본 논문은 2 장에 관련 연구를 기술하고 있으며, 3 장에서 는 적웅형 전자상거래 에이전트의 제안된 구조를 설명하고, 4 장에는 모니터 에이전트, 5 장에는 개념적 클러스터 에이전 트, 6 장에는 사용자 프로퐈일 에이전트에 대해서 기술한다. 또한, 7 장은 본 논문에서 제안한 적응형 전자상거래 에이전 트 구조의 핵심인 개념적 클러스터의 실험 결과와 귀납적 기 계학습올 이용한 사용자 프로파일 구축 실험 결과를 설명 하도록 한다.

## 2. 관련 연구

인터넷 기반의 전자상거래 시스템이 급속히 보급되면서 전 자상거래 에이전트에 대한 연구가 활발히 진행되고 있다. 전 자상거래 에이전트 연구에는 Amazon, BarnesAndNoble, ZD Net, MyLaunch, PersonaLogic과 같은 추천중심의 전자상 거개 에이전트와, Kasbah, AuctionBot와 같은 협상중심 전 자상거래 에이전트과, Bargin Finder, Jango와 같은 비교 쇼 핑 전자상거래 에이전트가 있다[1]. 추천중심의 전자상거래 에이전트는 쇼평몰을 검색하여 사용자에게 그 결과를 추천 하는 방식을 취하며, 협상중심 전자상거래 에이전트는 사용 자가 제시한 여러 구때 조건을 만족시키기 위해서 구매 에 이전트와 판매 에이전트 사이의 쳡상과정을 거쳐서 추천하 는 방식을 춰하고 있다[2, 7, 14].
기존의 인터넷 쇼핑몰에서는 사용자가 원하는 상품을 검

색하기 위해서 많온 시간이 소요되기 때문에, 이를 개선하기 위혜서 BamesAndNoble, XDNet, MyLaunch, PersonLogic 둥 애서는 시스템에 지눙형을 추구 하고 있다. 특히, 대표 적인 추천기반 전자상거래 시스템인 Amazon같은 경우는 사용자가 특정 도서에 관심을 가지고 있을 때, 관심을 가지 는 도서를 구입한 다른 사람이 동시에 구입한 도서를 사용 자에게 추천하고 있다[8,9]. 이는 사용자의 현재 관심을 기 반으로 하는 단기간의 추천이며, 일반적인 경향 분석에 대한 추천으로, 사용자의 세부적인 관심을 고려할 수 없으며, 모 든 사람에게 동일한 추천을 수행할 수 밖에 없다. 그래서 본 연구에서는 이러한 단점을 개선하고자, 사용자의 관심에 대 한 지속적인 정확한 학습을 통하여, 개개인에 맞는 서비스를 수행하는 전자상거래 에이전트 시스템울 개발하고자 한다.

또한, 기존의 전자상거래 시스템들은 사용자가 선호하는 상품 군(cluster)에 대한 고려를 정확히 하지 못하는 단점을 가지고 있다. 따라서, 사용자가 브라우징한 여러 상품 군을 입력 데이터로 처리하여 사용자 프로파일을 구축하므로 학 습한 사용자의 프로파일에 많은 오류가 존재하게 된다. 본 연구는 이러한 시스템의 문제점을 해결하기 위하여 2 단계 의 사욤자 프로파일을 기반으로 한 전자상거래 에이전트를 제안하였다.

## 3. 기게학스̈ 기반 전자상거래 에이전트

본 논문에서는 사용자의 행위에 따라서 적응형으로 동작 하는 지능형 전자상거래 에이전트 구축을 위한 방안을 제 시한다. 지능형 전자상거래 에이전트의 핵심은 전자상거래 를 이용하는 사용자의 행위를 정확하게 모니터하고, 사용자 의 의도를 파악하여, 사용자가 관심을 가지는 정보를 추출 하여 생성하는 사용자 프로표일의 정확도에 있다. 본 논문 에서는 정확한 사용자 프로파일을 학습하고, 이를 기반으로 적웅형 서비스를 수행할 수 있도록 다음과 같은 전자상거 래 에이전트 구조를 제안한다.

본 논문에서 제안하는 기계학습 기반 적웅형 전자상거래 에이전트는 사용자의 행위를 포괄적으로 모니터하여 사용 자 의도를 파악하는 모니터 에이전트, 사용자의 행위에서 관 심분야별로 클러스터하는 개념적 클러스터 에이전트, 관심 분야를 기반으로 귀납적 기계학습을 통한 사용자 프로파일 생성 에이전트, 지식기반 푸쉬 에이전트로 구성하였다.

첫째, 모니터 에이전트는 전자상거래를 이용하는 사용자 의 행위를 포괄적으로 모니터하여, 사용자의 행위를 추상화 한다. 이를 위해, 사용자의 구매 행위를 모니터하여 각 사 용자가 브라우징한 상품, 구매한 상품 둥을 로그 파일로 만 든다. 이와같은 로그 파일은 각 사용자가 전자상거래 시스 템을 브라우징하면서 수햄한 행위들을 정확히 기록하는 기 능을 수행한다. 이렇게 생성한 로그 파일을 기반으로 사용 자의 행위률 추상화하는 기능을 포함한다.

둘째, 사용자 관심분야 글러스터 에이전트는 모니터 에이 전트에서 생성한 사용자의 행위로부터 유사한 관심분야별로


클러스터를 만드는 기능을 수행한다. 클러스터 에이전트의 정확성을 극대화하기 위해서 본 논문에서는 하향식(topdown)방식과 상향식(bottom-up)방식을 병행하고 있다. 이와 같은 이유는 기존의 개념적 클러스터 방식은 하향식(topdown)방식을 취하고 있으므로 데이터 입력 순서에 따라서 유사한 상품이 다른 클러스터에 위치하는 경우가 존재하게 된다. 이를 해결하기 위하여, 하향식(top-down)방식과 상향 식(bottom-up)방식을 병행하는데, 상향식(bottom-up)방식을 적용하기 이전에 하향식 (top-down) 방식으로 어느 정도 유 사한 상품들은 작은 seed로 만들어 주고 이러한 seed들을 대상으로 상향식(bottom-up)방식을 적용함으로 유사한 상 품은 같은 클러스터에 위치하도록 하는 방안을 제안하고 있다.

셋째, 사용자 프로파일 생성 에이전트는 클러스터 에이전 트가 만들어준 각 클러스터에 귀납적 기계학습 방식을 적 용하여 사용자의 취향을 학습하는 기능을 수행한다. 본 논 문에서는 엔트로피 개념을 활용하는 C5.0 방식을 제안하고 있다. 클러스터 에이전트가 사용자의 관심 상품 분야별로 클러스터를 생성해 주었으므로 각 클러스터에 귀납적 방식

을 적용하므로써 사용자의 프로파일을 보다 정확하게 구축 할 수 있게 된다.

마지막으로 상품 정보 푸쉬 에이전트는 학습된 사용자 프 로파일을 바탕으로 관련있는 상품을 제안해 주는 기능을 수 행한다. 본 논문에서는 정확한 사용자의 사용자 프로파일을 기반으로 유사한 상품이 발생하는 경우 지식기반 방식으로 추천하는 기법을 제안하고 있다.

## 4. 모니터 에이전트

적웅형 전자상거래 시스템올 위해서 가장먼저 수행 되어 야하는 것은 사용자가 취하는 행동들을 포괄적으로 탐지하 는 것이다. 그래서 본 논문에서는 모니터 에이전트를 이용 하여 사용자의 사용자의 행위를 모니터하고 각 사용자가 브라우징한 상품, 구매한 상품 둥을 로그 파일로 만든후, 분 석한다.

본 논문에서는 인터넷을 이용한 사용자에 대한 모든 행 위를 탐지하어 저장하는 방법으로 쿠키(Cookie)와 사용자의 웹 로그(Web Log)를 사용하였다. 쿠키(Cookie)는 일반적으


로 웹 페이지를 통해서 사용자 컴퓨터에 매우 작은 텍스트 파일로 저장되는 형태이다. 이렇게 저장된 쿠키를 퉁해서 사 용자 접근했던 웹 패이지에서의 행동에 대한 개인적인 정 보들울 저장할 수 있다. 또한 시스템에서는 사용자 쿠키를 가진 사용자가 들어올 경우 사용자 정보 변화에 대한 탐지 를 수행하는 중요한 역할을 수행한다. 웹 로그는 사용자가 접속한 웹 서버에서 행위한 모든 작업이 시간별로 저장되 어 무슨 작업을 헸는지를 알 수 있도록 한 것이다. 본 연구 에서는 웹 페이지에서 사용자의 행위을 기록하는 방법으로 웹 서버에서 제공하는 로그 파일의 분석 방법과 사용자를 위한 웹 폐이지를 통해서 기록하여 분석하는 방법을 병행 하여 사용자의 행위 데이터 수집, 기록을 수행한다.

쿠기 및 웹 로그를 통해서 얻어진 정보는 모니터가 섭게 사용자에 대한 형식화된 기록 정보를 구축하기 위해서 정보 중에서 필요한 정보와 불필요한 정보를 골라내어 저장한다. 이렇게 정제된 정보를 통해서 정보를 이용하는 모니터 쪽에 불필요한 작업올 제거 할 수 있다. 따라서, 쿠키의 정보와 웹 로그의 정보를 일정 형태로 수정하여 사용자가 행한 기 록올 저장한다. 이렇게 모니터된 정보는 사용자별로 프로프 일을 만들기 위해서 사용자별로 나눈후, 각각의 모니터된 정 보를 사용자 행위로 추상화하는 과정을 수행한다. 예를들어, 사용자가 특정 상품 URL에 방문했다는 정보를 특정 상품 과, 그 URL에 대한 관심 정보로 추상화 한다. 추천 상품에 대하여 사용자가 일부의 상품에 대한 URL에 대한 방문 기 록은 사용자에 대한 추천 상품에 대한 피드백으로 분석하여, 추천 상품에 대한 사용자의 관심 정도로 정의한다. 이처럼, 본 논문에서 모니터 에이전트는 전자상거래에서 이루어지는 모든 이벤트들을 기록하는 것 뿐 아니라, 사용자 관심여부 로 추상화하는 과정을 포함한다.

## 5. 사용자 관심 분야 큘러스터 에이전트

본 논문에서는 보다 정확한 사용자 프로파일을 구축하기 위하여 2 단계 구조를 제안한다. 즉, 사용자의 행위 테이터로 부터 유사한 관심 분야별로 묶는 클러스터링을 수행한후, 클 러스터된 관심 정보를 기반으로 사용자 프로파일올 생성하 는 것이다.

사용자 프로파일올 생성하기 위한 1 단계인 사응자 관심 분야 클러스터 에이전트는 모니터 에이전트에서 생성한 사 용자의 행위로부터 유사한 관심 분야별로 클러스터를 만드 는 기능을 수행한다. 본 논문에서는 기존의 클러스터링 방 식이 나타내는 입력 의존적인 문제를 효율적으로 완화시키 고, 클러스터의 정확성을 극대화하기 위해서 중요 속성의 가 중치를 고려한 가중치 기반 퉁합 방식의 클러스터링을 제안 한다. 여기서 통합방식은 하향식(top-down)방식과 상향식 (bottom-up)방식올 병행하는 것으로, 하항식(top-down)방식 으로 어느 정도 유사한 상품들은 작은 seed로 만들어 주고 이러한 seed들을 대상으로 상향식(bottom-up)방식을 적용함

으로, 유사한 상품은 같은 클러스터에 위치하도록 한다. 본 논문에서는 하향식 방식으로는 COBWEB 클러스터링을 사 용하며, 상향식 방식으로는 Etzioni 클러스터링을 이용한다. 본 논문에서는 속성의 가중치를 고려하기 위하여 기존의 COBWEB과 Etzioni의 평가 함수(Evaluation Function)를 수정 제안한다. 가중치 기반의 평가함수를 이용하여 상품정 보률 클러스터링하는 방법은 다음과 같다. 첫째, Weighted COBWEB 클러스터링을 적용하여 계충적 구조를 생성하고, 둘째, 초기 클러스터 생성 평가함수를 이용하여 초기 클러 스터를 생성하며, 마지막으로 Weighted Etzioni을 이용하여 초기 클러스터 병합퉁한 최종 클러스터를 생성한다.

다음은 본 논문에서 제안하고 있는 상품의 속성의 가중치 를 이용한 Weighted Cobweb 클러스터링과 Weighted Etzioni 클러스터링을 위한 평가 함수에 대해 설명하도록 한다.

### 5.1 Weighted COBWEB 클러스터링

COBWEB 은 원래 인간의 점진적인 개념학습을 모델링 하 기 위해 개발된것으로서, 데이터들의 상호 연관성을 이용하 여 개념을 형성해 가고 형성된 개념을 이용하여 새로운 예제 를 분류한다. COBWEB은 상호 연관성의 측정 값으로 Category Utility[6]를 기반으로 하는 평가 함수를 사용한다. 이 때, 평가 함수는 한 데이터의 속성의 값이 주어졌을때, 특정 클러스터에 속할 확률을 의미하는 Predictiveness과, 한 데이 터가 특정 클러스터일때, 속성이 특정값을 가질 확률을 의 미하는 Predictability의 곱으로 계산한다[4,5]. 이를 식으로 나타내면 식 (1)과 같다.

$$
\begin{equation*}
\sum_{k} \sum_{i} \sum_{j} P\left(C_{k} \mid A_{i}=V_{i j}\right) P\left(A_{i}=V_{i j} \mid C_{k}\right) \tag{1}
\end{equation*}
$$

위에서 $P\left(C_{k}\right)$ 란 클러스터 $k$ 의 전체에 대한 비율이고, $P\left(A_{i}=V_{i j} \mid C_{k}\right)$ 는 주어진 클러스터에 대하여 상품 각각 의 속성 $\left(A_{i}\right)$ 이 특정 값 $\left(V_{i j}\right)$ 을 가지는 확률을 나타내며, i 는 속성의 개수, j 는 학습개체의 개수를 나타낸다. 이때, 각 속성의 값을 $P\left(A_{i}=V_{i j}\right)$ 와 각 속성의 가중치( $W\left(A_{i}\right)$ ) 라 했올 때, 이를 식 (1)에 적용하면 다음과 같은 식을 얻 을 수 있다[4,11].

$$
\begin{gather*}
\sum_{k} \sum_{i} W\left(A_{i}\right) \sum_{j} P\left(A_{i}=V_{i j}\right) P\left(C_{k} \mid A_{i}=V_{i j}\right)  \tag{2}\\
P\left(A_{i}=V_{i j} \mid C_{k}\right)
\end{gather*}
$$

식 (2)를 베이지언 정라 $\left(P\left(A_{i}=V_{i j}\right) P\left(C_{k} \mid A_{i}=V_{i j}\right)=\right.$ $\left.P\left(C_{k}\right) P\left(A_{i}=V_{i j} \mid C_{k}\right)\right)$ 블 이용하면 가중치를 고려한 값 은 다음과 같이 정리할 수 있다.

$$
\begin{equation*}
\sum_{k} P\left(C_{K}\right) \sum_{i} W_{i} \sum_{j} P\left(A_{i}=V_{i j} \mid C_{k}\right)^{2} \tag{3}
\end{equation*}
$$

Gluck and Corter에 의한 Category Utility는 식 (1)에서 계산한 어떤 개체의 속성이 기대되는 기대치의 합(식 (3)) 에서 분류를 고려하지 않은 기대치값(식 (4))를 뺀값을 부

류의 개수(K)로 나눈 값으로 정의했다[4]. 이때, 속성이 가 중치를 가진다고 하였을 때, 분류를 고려하지 않은 기대치 값은 다음과 같다.

$$
\begin{equation*}
\sum_{i=1}^{1} W\left(A_{i}\right) \sum_{j=1}^{J} P\left(A_{i}=V_{i j}\right)^{2} \tag{4}
\end{equation*}
$$

결과적으로, 본 논문에서 제안하는 수정된 Category Utility는 다음과 같다.

$$
\begin{gathered}
\sum_{k=1}^{K} P\left(C_{k}\right) \sum_{i=1}^{I} W\left(A_{i}\right) \sum_{j=1}^{J}\left[P\left(A_{i}=V_{i j} \mid C_{k}\right)\right]^{2} \\
-\frac{\sum_{i=1}^{I} W\left(A_{i}\right) \sum_{j=1}^{J} P\left(A_{i}=V_{i j}\right)^{2}}{K}
\end{gathered}
$$

### 5.2 Weighted Etzioni 큘러스터링

Etzioni의 클러스터링 방식은 클러스터의 응집도률 측정 하는 GQF (Global Quality Function)이라는 평가함수를 제 안하고 있다[3]. Etzioni의 클러스터링 방식은 클러스터의 질 을 정량화하기 위해서 GQF (Global Quality Function)이라는 평가함수를 제안하고 있다[3]. Etzioni의 클러스터링 방식은 매번 반복할때 마다 $G Q F$ 함수의 값을 최대로 하는 두 개 의 클러스터를 병합한다. 이런 과정은 $G Q F$ 함수의 값이 더 이상 증가하지 않을 때까지 반복한다. 이 방식에서는 클러 스터 $c$ 의 웅집도를 클러스터에 속하는 모든 것들에 공통적 으로 나타나는 속성의 수로 정의하고 $h(c)$ 로 표시한다. 그 리고 단일 클러스터의 스코어는 클러스터를 구성하는 상품 의 수와 정규화된 클러스터 융집도의 곱으로 정의하고 $s(c)$ 로 표시한다. 아래의 수식은 클러스터 스코어를 계산하는 수식이다.

$$
s(c)=|c| \times \frac{1-e^{-\beta h(c)}}{1+e^{-\beta h(c)}}
$$

Weighted Feature의 중요도를 고려하기 위해서 본논문은 $\mathrm{h}(\mathrm{c})$ 를 다음과 같이 정의한다.

$$
h(c)=\sum_{i} W_{i} \times T_{i}
$$

$T_{i}=1$ (If 클래스내에 attribute i 의 Value가 같다)
$T_{i}=0$ (If 클래스내에 attribute i의 Value가 같지 않다)
즉, $\mathrm{h}(\mathrm{c})$ 는 클러스터 $c$ 의 웅집도를 클러스터에 속하는 모 든 데이터들에 공통적으로 나타나는 각 속성(feature)의 중 요도 합으로 계산한다. 이때, $\beta$ 는 클러스터의 크기와 클러 스터의 웅집도 사이의 Trade-off를 정하기 위한 변수이다. $\beta$ 값은 경험적으로 0 에서 1 사이의 값올 가지는 것이 바람 직하디. 이매, 전체 클러스터 $C$ 에 대해서 $\operatorname{GQF}(C)$ 를 구하 는 수식은 다음과 같다.

$$
G Q F(C)=\frac{f(C)}{g(|C|)} \sum_{c \in C} s(c)
$$

$G Q F(C)$ 함수는 크게 세부분으로 이루어진다. 먼저 $f(C)$ 는 전체 집합중에서 개수가 두 개 이상인 클러스터에 포함 되는 비율이다. 다음으로 $\mathrm{g}(|\mathrm{C}|)$ 는 클러스터의 개수를 표시 한다. 그리고 $s(c)$ 의 합은 모든 클러스터 스코어의 합을 나 타낸다. $G Q F$ 평가함수의 $1 / g(|C|)$ 항과 $\sum_{c \in C} s(c)$ 항은 낮
은 웅집도의 소수의 클러스터를 생성하려는 경향과 높은 응집도의 다수의 클러스터를 생성하려는 경향을 각각 생성 하고 GQF 함수는 적절한 Trade-off 지점을 찾아준다.

기존의 클러스터링 수행을 정지하는 임의의 임계값을 가 졌던 반면에 GQF 함수는 자체 수식 내에서 클러스터 생성 올 정지할 시점을 찾아준다. 또한 클러스터의 응집도를 클 러스터 내의 상품의 속성으로 정의함으로써 클러스터링 결 과가 관련이 적은 상품들이 포함되는 것을 방지할 수 있다.

## 6. 사용자 프로파일 생성 에이전트

사용자 프로파일 생성 에이전트는 사용자 프로파일 구축 을 위한 2 단계로서, 1 단계의 사용자 관심 클러스터를 기반 으로 사용자의 프로파일을 구축하고, 사용자의 관심을 학습 을 한다. 본 논문에서는 사용자의 관심을 학습하기 위해서 엔 트로피 개념을 활용하는 C 5.0 이라는 거납적 기계학습 알고리 즘을 이용한다. 본 논문에서 사용하는 C5.0은 Ross Quinlan 이 분류모델(Classification Model)로서, 클러스터를 대상으 로 각 클러스터를 대표하는 특성(feature)를 발견하고 분석 한다[12,13]. 분석된 정보는 영역올 분류하는 모델을 구성하 고 이 모델은 각각의 속성값에 따라 결정 트리를 생성한다. 이때 C 5.0 은 결정 트리를 만들기 위해서 정보 이론(Information Theory)에 근거하는 gain값을 사용하는데 gain값을 구하는 식은 다음과 같다[16, 17]. 여기서 S 는 전체 집합이 며, A 는 속성을 나타내고, Sv 는 속성의 값을 나타낸다.
$\operatorname{Gain}(S, A)=\operatorname{Entropy}(S)-\sum_{v \in V_{\text {alues }}(A)} \frac{\left|S_{v}\right|}{|S|} \operatorname{Entropy}\left(S_{v}\right)$
C5.0을 이용하여 생성되는 결정 트리는 결정 변수를 나 타내는 내부 노드와 분류결과률 나타내는 단말노드 그리고 이들올 서로 연결하는 선(edge)으로 이루어져 있다. 이러한 트리의 생성은 사용자 관심 정보를 파악하는데 중요한 속 성순으로 생성되며, 지식의 형태로 인식되어 지식 베이스에 저장한다. 즉, C 5.0 은 결정 트리를 이용하여 중요한 속성에 대한 일정한 규칙을 생성하고, 이 규칙들은 키워드에 따른 카테고리의 분류를 가능하게 할 뿐만 아니라 카테고리에 따른 속성의 추출도 가능하다.

본 논문에서는 사용자 관심 학습전에 사용자의 관심 상 품 분야별로 클러스터률 생성을 수행함으로, 귀납적 학습의 입력을 균일(homogeneous)하게 유지하여, 사용자의 관심 프

로파일을 보다 정확하게 구축할 수 있다. 그리고, 본 논문 에서 많은 학습 중에서 귀납적 기계학습을 이용하는 이유는 사용자와의 상호작용을 하면 할수록 이전보다 더욱 효과적 인 학습올 처리하는 적응형 시스템이 가능하기 때문이다.

일반적으로 귀납적 기계학습을 이용하여 생성된 내용은 일반적으로 귀납적 기계학습(inductive learning)에 의해서 학슙된 내용은 불완전(incomplete), 부정확(incorrect)한 특 성을 가지게 된다[13]. 따라서, 이러한 문제를 보완하여 보다 완벽하고 정확한 사용자 프로파일을 구축하기 위해서 본 논 문에서는 failure-driven 기계 학습 방식을 이용한다[10, 15]. 이는 사용자 프로표일을 이용하여 추천한 상품에 대한 사 용자의 피드백을 분석하여 실패(failure)로 간주되는 경우를 이용하여 사용자 프로파일에 반영하는 것이다. 에이전트가 제시한 상품 정보를 처리하는 사용자의 행위에 따라서 다 음과 같은 종류를 실패(failure)로 정의한다. 첫째, 에이전트 가 높은 확신(confidence)도를 기반으로 제시한 상품올 사 용자가 관심 없어 하는 경우와 둘째, 에이전트가 낮은 확신 (confidence)도를 기반으로 제시한 상품을 사용자가 관심을 가지고 구매하는 경우이다. 본 논문에서는 사용자의 관심도 를 보다 정확하게 학습하기 위하여, 실패(failure)가 발생한 경우 사용자 프로파일의 불완전하고, 부정확한 부분을 알아 내어 정제(refinement)한다. 이를 위해서, 사용자에게 정보 를 제공하게된 추론 과정을 의존 구조(dependency structure)로 구축하고 이를 근거로 관련이 있는 사용자 프로파 일을 알아내고 이를 사용자에게 수정할 수 있도록 한다.

이처럼 학습된 사용자 프로파일은 지식기반 상품 푸쉬 에이전트률 퉁하여 사용자에게 필요한 상품을 제안하는 기 능을 수행한다. 본 논문에서는 정확한 사용자의 사용자 프 로파일을 기반으로 유사한 상품이 발생하는 경우 지식기반 방식으로 추천하는 기법을 제안하고 있다. 상품 추천 에이 전트는 일반적인 상품 연관 규칙과 사용자 프로표일올 기반 으로 하는 사용자마다의 독특한 연관 규칙을 지식베이스로 구축한다. 이렿게 구축된 지식 베이스는 전문가 시스템 기 법을 활용하여 사용자에게 관심 정보를 추천한다. 사용자의 모니터 정보를 대상으로 학습된 사용자 프로표일을 구성하 는 중요 속성들에 대한 전자상거래내의 전문가들의 지식올 입력하여 이에 대한 정보를 근거로 하여 사용자에게 자신 의 관심 정보에 의한 추천뿐만이 아니라 전문가의 지식을 추가한 정보를 추천하게 된다. 다음은 본 논문에서 활용한 지식 베이스내의 iㅠ칙의 예이다.
rulel000 says if customer(X) and $\operatorname{buy}(\mathrm{X}, \mathrm{Y}$, Price, T$)$ and stimated_next_buy(X, Y, T1) and today(T 2) and less_than(T2, T1) and sale(Y, T 2, Z)
then $\operatorname{advise}(b u y(X, Y$, at $(Z))$ ).
본 논문에서는 위와 같은 지식 베이스내의 규칙을 이용 하여 추천할 상품을 추론 하는데 전문가 시스템을 활용하 였다.

## 7. 실 험

본 논문에서 제안하는 적응형 전자상거래 애이전트는 사 용자의 구매 행위에 적응형으로 대처함으로 사용자에게 편 안한 기능욜 제공한다. 이와같은 기능은 수시로 변하는 사 용자의 구매 성향을 파악하고, 이를 기반으로 사용자에게 필 요한 상품정보를 제공함으로 이루어 진다. 이러한 사용자의 구매 성향의 파악과 필요한 상품 제공은 사용자 프로파일이 정확하게 구축되어야 가능하다. 그래서, 본 논문에서 제안하 는 적응형 전자상거래 에이전트의 성능을 평가하기 위하여 사용자 프로파일올 구축의 정확성 평가와 구축된 사용자 프 로파일에 대한 추천 정보에 대한 정확도 평가를 수행하도록 한다.
첫째, 사용자 프로파일 구축의 정확성 평가이다. 본 논문 에서는 사용자 프로파일을 구축하기 위하여 통합 클러스터 링 방식을 수행한 후 이를 기반으로 사용자 프로파일올 구 축하였다. 구축된 사용자 프로파일의 정확성을 평가하기 위 해서는 먼저, 사용자 프로파일 구축전에 클러스터링을 수행 하는 것이 성능 향상에 도움이 되었는지, 그리고 수행된 클 러스터림이 정확한지에 대한 실험이 필요하다. 이때, 사용자 프로표일을 수행하기 전에 클러스터링을 수햄이 성능 향상 에 도움이 된다는 것은 기존 연구에 의해 증명되었다[18]. 그래서, 본 사용자 프로파일 정확성 평가에서는 사용자 프 로표일 구축전에 수행되는 클러스터링에 대한 정확도에 대 한 실험울 수행한다. 본 논문이 제안하는 클러스터링 방식 의 우수성을 평가하기 위하여 기존의 클러스터링 방식과 비 교 실험을 수행하였다. 본 실험에 사용하는 데이터는 쇼핑 몰에 로그인을 하여 자신이 관심 있어 하는 상품에 대하여 브라우징이나 구매 같은 행위에 대한 저장 내용이다. 사용 된 실험 데이터는 총 24 개 카테고리에 400 여개의 제품 정 보를 담고 있다. 각기 다른 사용자 6 명에 대한 저장 데이터 률 기반으로 클러스터링 실험을 실시하였다.

본 논문에서는 실헙의 평가 촉도로 정확도의 평균, 평균 클러스터 개수 오차, 평균 실행 속도를 이용한다. 각 실험 의 정확도 계산은 전체중에서 최종 클러스터에 맞게 분류 된 것의 비율로서 계산하는 평균정확도를 구하고, 평균 클 러스터 개수 오차는 실험의 입력 카테고리 개수와 출력 카 테고리 개수와의 차를 의미하며, 평균 실행 속도는 각 클러 스터링이 시작된 시각과 끝난 시각의 차를 계산한다[18]. 다음의 그립은 본 논문에서 제안하는 방식과 기존 방식들 예 대한 실험 결과를 평균 정확도 측면, 평균 클러스터 개 수 오차 촉면, 평균 실행 속도 측면에서 그래프로 표현한 것이다. 표애서 통합 방식은 Weighted Cobweb + Weighted Etzioni 방식올 이용한 클러스터 방식이다.

첫 번째 결과는 클러스터링 방식의 실험 결과를 평균 정 확도 측면에 대한 젓이다. Etzioni 클러스터링 방식의 평균 정확도는 $84 \%$, 통합 클러스터링 방식은 $96 \%$ 의 정확도를 보 였다. 정확도 측면에서는 제안하는 방식이 약간 우수한 성




능을 나타나고 있다.
두 번쩨 결과는 각 클러스터링 방식의 실험 결과를 평균 클러스터 개수 오차 측면에 대한 실험이다. Etzioni 클러스 터링 방식의 평균 클러스터 오차는 2.14, 통합 클러스터링 방식은 0.9 의 클러스터 개수 오차를 보였다. 평균 클러스터 개수 오차 측면에서는 퉁합 방식이 다른 방식 보다 더 정 확한 클러스터링 결과를 생성하였다. 세 번째는 평균 실행 속도 측면에서 실행한 것이다. Etzioni 클러스터링 방식의 평균 실행 속도는 18.4 초, 통합 클러스터링 방식은 2.08 초의 실행 속도를 보였다. 평균 실행 속도 측면에서는 통합방식 이 Etzioni 방식과 비교해서 약 8 배 빠른 클러스터링을 수 행하였다.

실험 결과에 따르면, 제안하는 클러스터링 방식은 기존의 클러스터링 방식과 다소 줗은 정확도를 유지하면서 Etzioni 의 GQF 함수를 이용하는 클러스터링 방식보다 약 8 배 빠 른 실행 속도를 보였다. 이때, 클러스터링의 정확도가 다소 높아진 이유는 속성의 가중치를 이용함으로 입력 순서에 따 른 의존도를 다소 완화시켜 응집도가 높은 클러스터를 초 기 클러스터로 분류해냈으며, 가중치에 근거한 클러스터를 수행함으로써 최종 클러스터의 정확성을 높였기 때문이라고 분석된다. 그리고 실행 속도 측면에서 기존의 방식보다 빠 른 이유는 본 논문에서 제안하는 통합방식 글러스터링 방 식은 Top-down 클러스터링 방식인 COBWEB의 장점과 Bottom-up 클러스터링 방식인 Etzinoi 클러스터링의 장점 을 효과적으로 통합하였기 때문이다. COBWEB은 분류 트 리를 생성하는 속도가 $\mathrm{O}(n \log n)$ 으로 선형적인 알고리즘인 반면 GQF 함수를 이용하는 Etzioni의 방식은 계산 복잡도 가 $\mathrm{O}\left(n^{2}\right)$ 이다. 그러므로 COBWEB을 이용하여 충분한 웅 집도와 크기를 가지는 초기 클러스터률 생성한 후에 Etzioni 의 방식을 적용하면 각 데이터에서부터 초기 클러스터를 생 성할 때와 비교해서 클러스터간 병합 연산을 약 $1 / 8$ 로 줄 일 수 있다.

둘째, 구축된 사용자 프로파일예 기반으로 추천 정보에 대한 정확도 향상에 대한 실험올 수행한다. 본 논문에서는 귀납적 기계학습 방식올 적용하여 사용자 프로파일을 생성 하게 되며, 이 사용자 프로표일은 사용자 관심 정보 규칙을 가지고 있다. 이 정보는 사용자가 관심을 가지는 상품을 추 천하는 지식으로 활용된다. 본 논문에서는 사용자 프로파일 을 기반으로 추천한 정보에 대한 성능 평가는 기존의 진단 데이터률 이용하였다. 이는 현재 운융되고 있는 전자 쇼평

몰에 직접적으로 적용하여 정확성을 판단 할수 없음으로, 간접적으로 진단 데이터에 대한 실험을 통하여 프로파일기 반의 추천 정보의 우수성올 판단하고자 함이다. 본 실험은 237 개의 속성과 속성값을 가진 11500 예제에서, 10 개의 클 래스에서 수행하였다. 수행한 졀과, 전문가의 지식을 이용하 여 만든 규칙올 이용하여 각 사용자의 정보를 추론한 결과 $50 \%$ 정도의 정확성을 가지고 있었다. 하지만 기계학습을 퉁 하여 구축된 사용자 프로파일 정보률 기반으로 추론하였올 때 $80 \%$ 까지 정확도가 향상되었다. 이러한 실험 결과는 간접 적으로 거납적 기계학습을 통하여 구축한 사용자 프로파일 기반의 추천 정보가 정확하다는 것을 보여주고 있다.
위 두 가지 실험 결과를 통하여, 본 논문에서 제안한 방식 이 사용자의 프로파일을 정확히 학습하며 이를 기반으로 하 는 추천 시스템이 정확하다는것을 확인 할 수 있었다. 이러 한 실험 결과를 통하여 적응형 전자상거래 에이전트 시스 템의 성능 향상을 알 수 있다.

## 8. 겿 른

적옹형 전자상거래 에이전트는 사용자의 구매 행위를 모 니터하면서, 각 분야별 사용자의 구매 행위를 자동 분류하고, 분류된 각 클러스터로부터 사용자의 취향을 학습하는 하는 기능을 필요로 한다. 이러한 기능을 가지는 적웅형 전자상 거래 에이전트를 구축하기 위해서 본 논문에서는 다음 3 가 지 부분에 중점을 두고 시스템을 설계하였다. 첫째, 사용자 의 구매 행위를 포깔적으로 모니터하여 사용자 행위로 추 상화하는 모니터 에이전트, 둘째, 사용자 구매 행위 데이터 로부터 유사한 분야 구매 데이터들로 클러스터하는 개념적 클러스터 에이전트, 셋째, 각 클러스터로부터 사용자 프로파 일을 구축하는 사용자 프로파일 에이전트롤 중심으로 설계 하는 방안을 제안하였다. 특히, 본 논문에서는 사용자의 프 로파일을 정확히 학습하기 위하여 2 단계 구조를 제안하였다. 이러한 2 단계 구조는 사용자의 구매 행위를 카테고리 별로 정확히 클러스터링하고, 그 클러스터에 귀납적 기계학습 방 식을 적용하는 구조를 제안하므로써 보다 정확한 사용자 프 로파일을 구축할 수 있었다. 또한, 사용자의 구매행위를 클 러스터링하기 위해서 기존의 하향식(top-down)방식을 보완 하여 하향식 (top-down)과 상향식(bottom-up)방식을 흔합하 는 방안을 제안하였다. 이 방식은 기존의 개념적 클러스터링 방식이 입력 데이터의 순서에 따라서 작은 클러스터가 여

러개 생기고 클러스터의 정확도가 떨어지는 문제점울 극복 할 수 있었다. 즉, 입력된 자료률 하향식(top-down)올 적용 하여 일정한 크기의 초기 seed를 구축한 후에 그 결과 seeds 들에 대해서 개넘적 클러스터링 방식을 적용하는 방안을 제 안하고 있다. 귀납적 기계학습 방식은 기존의 옌트로피 개 념을 이용한 결정트리률 구축할 수 있는 C5.0 방식을 활용 함으로써 각 분야별 사용자 프로파일울 정확히 구할 수 있 었다. 이와 같이 구축된 각 분야별 사용자 프로퐈일은 전자 상거래 시스템에서 활용되어 사용자에게 유용한 정보를 적 시애 제공할 수 있는 적응형 전자상거래 에이전트로서 활 용이 가능하게 되었다.

본 논문에서 제안하고 있는 적응형 전자상거래 에이전트 는 사용자 개인의 프로파일을 기반으로 시스탬을 구성하였 으므로, 본 논문에서 제안한 적웅형 전자상거래 에이전트 시스템의 우수성 평가는 현재 사용자 프로파일에 대한 정학 도를 기반으로 실시하였다. 하지만 보다 정확한 평가를 위 해서는 사용자 프로파일올 기반으로 추천시 사용자의 만족 도 평가가 병행되어야 한다. 추후 진행되는 연구에서는 사 용자 만족도를 기반으로 하는 사용자 프로파일에 대한 정학 도를 평가하고자 한다. 이를 위해서 사용자 추천 정보에 정 확도와 연관도를 사용자의 추천 정보에 대한 상호 작용을 통하여 정확하게 평가 할 수 방법도 연구 하고자 한다.
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