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An Efficient Distributed Algorithm for
the Weighted Shortest-path Updating Problem

Jeang-Ho Park®- Kyung-Ch Lee' - Kyu-Chul Kang''!

ABSTRACT

We consider the weighted shortest path updaling problem, 1hat is, the problem (o reconstruel the weighted shortest paths

111 response to topology change of the network This paper proposes a dislributed algorithm thal 1cconstruets the weighted
shortest palhs after several processors and links are added and deleted. Its message complexaty and ideal-time complexily
are Olpzf g+n'l and O(p" b +n') respectvely, where i’ 15 the number of processors 1 the network aller the topology
change, ¢ 1s the number of added links, and p 15 the iolal number of processors in the biconnecled componenls (of the network

belure the topology change) ncluding the deleted links or added

1. Introduction

We consider distribuled algorithms cperating on a
network of processors connected by communication
links. On such a nelworl, 1t is important to recon-
slruct the shortest paths since the shortest paths are
relevanl lo communication costs and the other net-

wark management. Several distributed algorithms for
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computing the shortest path have been proposed[1-3,
5,6, 8], These previcus works consider the problem
[or compuling the shortest palhs [rom  scratch.
Hawever, in a real nelwork ihe topology ol a network
often changes because of addibon{eg recoveries) and
deletion{e.g. failures) of processors and lmks This
makes it important to study distributed algorithms {or
updating problems, that is. the problem to reconstrucl
solution(e.g. the shorlest path) in response to the

topology change. Some distnibuled algontlhms [or the



updating problem have heen proposed[7,3].

We consider the Weighted Shortest-path Updaling
Problem(WSUP), that is, the problem to recomsouct
the weighted shortest paths in responsc to topology
change. It is obvious that the WSUP can be solved by
the known distnbuted algomthms that compute the
welghted shortest paths from scratch. However, it is
a natural assumption that each processor knows the
old solubion, thal is, each processor imthially knows the
weighted shortest-path of the old networldie. the
networle before the topology change) The information
available al each processar is not neccssarily restrict-
ad Lo the old solulion. More generally, we can assume
that each processor has some auxiliary information
ahout the old network. This raises a question @ How
efficiently can the WSUP he solved using an auxiliary
information? This is a very inleresting subject of
study.

Cp to date, any algorithm solving the WS, that
is, the algorithm 1o reconstruct the shortest path in
response to topology change by wlilizing some aux-—
ary  information has not proposed. However, the
WSUI? can be solved by the previous algomthm in [8]
which does not ubhze any auxiliary information and
reconsiructs the weighled shortest path from scrateh,
Its message complexily and ideal-time complexity are
0™ end O (™) respectively, where n' is the mum-
ber of processors in the netwaork after the topology
change.

This paper proposes an efficient distributed al-
gorithm for the WSUP after addition and deletion of
several processors and  linkks by utilizing  some
duxihizry information. Qur algorithm uitizes two kimds
of auxihiary mformations . the sclubon of the shortest
paths and the solution of the biconnected components,
The solution of the shortesl paths 15 which of the
adfacent lnks are links connected to ils father or its
sons. And. the solutiom of the biconnected components
is the labels assigrned o all livks : each link 15 labeled
sc that the links with the same label form a

bicommected component, and each processor hus to

know the label assigned to each of 1its meident hnlks.
Its message complexily and ideal-tme complexity are
0"+ g+ n)and 04" + g + n') respectively, where
¢ 15 the mumber of added links, and p is the tlatal
mumber of processors in the biconnecled component
{of the network belore the topology change) mcluding
the deleted links or added links, Nate thal we assume
topology change does not occur during the execution
of the algorithm,

Tn general, it halds thar pen’ aud g<n® Therelore,
aur algorithm 1s superior to the algorithm in [8] with
respeck 1o the message complexily and ideal-time
complexity, That ig, it 1s more elficient to utilze some

anxiiary information than not to utilize any informaton.

2. Preliminaries

2.1 Graphs

An (undirected) welghted graph (7 is a pair (V, £),
where 1718 a finite sct of vertices and & Is a set of
edpes(ie. unordered pawrs of dislinct vertices in V).
Wilh each edge ¢=F lel there be associated a number
wie), called its weight We use standard delinition [8]
for a neighhor, a path, a cycle, a connected graph, a
lree, ete. This paper considers only connecled graphs.

A bicannected component 15 a maximal set ol edges
stich that any two edges in the set lie on a commeon
cycle Motice that each edge is contained in exaclly
one biconnecied component,

We consider a [inite non-null sequence weinety
ek, whose terms are alternately vertices and edges,
such thal, for 1=i=k, the ends of & are v-1 and v, I[
each v, 1s distincl. we say thal the abuve seguence 1s
a path from v to v In general. there arc many path
between vy and ue. and the munimwm weighted path
armong the paths between g and v, will be called the
shortest path belween vy and vy, and 1t is denoted by
(v, vd-paih. Also, ils distance 15 denoted by d{on. vl

When a node r is specified as root, we construct the
shortest path belween r and the other nodes. 1L is

called the problem constructing the shortest path.
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2.2 Disinbuied system model

A network N is a par (P, L) where P is a [inite set
of processor and L is a set of (communicabion)
links(ie, unordered pairs of distinct processars m P
From the defirulion, we can consider a network as a
graph, and thus we use graph terminologies and
notation for networks.

Our medel 18 standard one. that 1s, (Al) through

(Ad) are assumed. {See [1, 3] for more datails).

(A1) All processors execule the same program The
program cousists of {a) Internal operation wathin a
processor. (b) send operalions to send messages to its
neighbors, and (c) receive operations fo receive
messages from its neighbors.

(AZ) Bvery link is a hidirectional link and the
processors can  communication dwectly  with  its
newghhors by sending and receiving message along the
links,

(A3) Every link is compietely (auit—frec and works.

(A1) The network is complelely asynchronous, thal
is, there is no hound on message delay, clock dnfl, or
the time necessary to execute a step. Thus, there is no

timing assumplion.

23 The Weighted Shortesl-path Updating Problem
(WSLIP}

A network configuration is & global state of Lhe
entire network, We simply call 1L a configuration,

We say that the shortest path of a network N is
already determined in a configurabon o if every
processor knows which of ils adjacent links are links
connected Lo its father or its sons.

The Weighted Shortesi-parh Updanng FProblem (W
SUM 1s the problem to recompute the weighted
shortest paths after change of the nelwork topology
We consider topology change due to addition and
deletion of several processors and links Throughout
this paper, the nelwork before the topology change
{resp after the topology change) 15 called an old
network(resp. a new networld) and denoted by N = (P,
L) {resp N'=(P" L.

More preciscly, the WSUP 15 the problem to reach
the following fnal configuration from the followmg

mitial configuration.

® The inibal conliguralion : The shortest pailis of the
old mnelworlk N are alreadvy deterrmned. and
processars incident to the added or deleted links

lnow wiuch incwdent links are added or deleled.

® The final configuration © The shortest paths of the
new network N are delermined, As the solution of
the WSUT each processor knows which of tha
adjacent links are links connected to its father or its

SOMS.

In order to solve the WSUP efficiently, we can
make use of some auxiliary information. I we use
some anxiliary mlormation, lhe weighted shortest
paths must be also updated so as to correspond to the
new networle N7, The algorithim proposed in this paper
makes use of biconnected components of N, and also
recamputes biconmecred components of N*. Notice that
links of biconnected components of N may be deleted
in the topology change.

Throughout this paper, we use the inllowing

notations.

e N=(P L) thecldnetwork (before topology change).

® N'= (P’ L the new networkiafter topology cheange).

® B=(Pp, [r)a biconnecicd compenent,

o TN = (Prive. Lrown) + Lhe weighted shortest path
tree of the old netwark N,

® TN = (Prove. Lrwp) [ the weighted  shortest
path tree of the new network N’

® Stgen = (Prowws, L'mow ) © the subgraph of TV ),

In this paper, the WSUP 15 considered under the

following assumplons.

(AS) Both the old and the new nelworks are
cormected networls,

(A6} The lopology change does nob occur during
execuion of a distributed algorithm,

(A7) There exists exactly one mliator(ie lhe



processor spontanecusly) starts execufion of a dis-
mibuled algorithm). Each of other processors starts
the algorithm on receipt of a message.

The Biconnected Component Updating Problem
(BCUPR} is the problem te recompute the hiconnected
components  after change of the network topology.
That is, it is the problem to reach the [ollowing final

configuration from the [ollowing initial configuraton.

* The nuial conliguration : The hiconnected com-—
ponents of the old network N are already de-
termined, and processors meadent (o lhe added or
deleted links know which incident links are added
or dcleted.

® The final configuration : The hiconnecred com-—
ponents of the new network N’ are delermined.
Each link 15 labeled so that the links with the same
label form a biconnected component, and as the
solution of the BCUP each processor knows the

label assigned to each of its mcident links.

24 Measures of efficiency
In tlus paper, we use the [ollowmg efficiency

measures of a distributed algorithm.,

® Viessage complexity © The (worsk case) message
complexity is the maximuum olal number of
messages transimitted during any execution of the
algonthm.

® Ideal time complexity : The {(worst case) 1deal time
complexity is the maximum number of time units
[ram start to the completion of the algorithm. In
cstimation of the ideal time complexity, we assume
that the propsgation delay of every lnlt 15 81 most
one time umt Nolice that the assumption is used
only lor purpose of evaluation of the ideal time

complexily.

3. Algorithm sclving the WSUP

In this section, we present an algorithm for re-

constructing the shortest paths after topology change.

3.t The idea of our algonthm

To solve ellicienily the WSUP, we uze 1wo kinds of
information as auxiliary information : the solution of
the ticonnecled components and the solution of the
shortest paths.

First, we will present the dea of owr algerthm by
utilizing the property of the hiconnscled component.
Replace a bicomnected component in the networlk N
with a processor, and then N becomes a tree T/ = (Vo
Er). where Vp={vE Volo coresponds to a bi-
comnected component} and Ep ={lu, v) € Byl ulE
Vo and vlE V) are adjacent biconnected compo-
nents in NV}

I{ is assumed that the topology of the networlk N
changed. Then, there might he three cases, according
as a biconnected component conlaing the deleted links
or added links.

(case 1) when any hiconnecled component does nol
contan the deleled hnks and added links
Though the topology is changed, thig is the case
restored to the original networls N by recoveries and
failures. DBecause in the result any biconnected
components are not changed, the topology of the iree
T 15 not changed and the shortest paths between the
root - and the other processors are Lhe same as before.
That is, TINrt = TN r). Thus, additional cperations

to solve the WSUP are nol necessary,

(case 2) when there is 2 biconnected component B
containing the deleted hals

In this case, for each processor u in the B. the
shortest path (r, w)-path and the distance dir, 1)
might be changed. Thus, [or the B. we musl ignore
the ald solution and reconstruct the shorcest paths
from scraich

But, lor the another componeni B’ which 1s the
descendanl of the B m 7, a change of the &2 has not
an effecl on the topology within the B

Il the topology of the B’ is not changed, for each
processor v in the B, its distance d(r, v} only might
be updated. Thus, we muist updare the distance of the

processor v. The distance can easlly be updated by
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utilizing the shortest path tree of the B If the
topology of the B’ is changed, it is sufficient (o
reconstruct the shortest path irce of the 8% without

regard to the change of the B,

{casc 3) the case of containing the added links

In this case, added links combme a number of the
biconnected components, and these componenls
become one component For each processor i in these
combined compenents, Lhe shortest path (r, w-paih
and its distance d{r, u) might be changed. Thus, wes
must ignore the old sclution and reconstruct Lhe
shortest paths for these combined components from
scratch.

But, for the another component B° which is the
descendant of these comibined componcnts in 77,
combined components have no effect on the topology
within the 5.

Il the topology of the B’ is not changed, for each
processor v in the B’ its dislance d{r, v) only might
be updated. Thus, we must update the digtance of the
processor v, The distance can easily be updated by
utilizing the shortest path tree of the B’ If tLhe
topclogy of the B’ is changed, it is sufficient to
reconstruct the shortest path tree of the B' without

regard to the comhbinabion of the components

3.2 The outine of our algorithm

In order to reconstiuct the shorlest path tree
TN =V, Braey), the root r o iterates the
expansion of the subgraph Stov=(SVro ). SETw )
of the tree TIN'#). where mn the initial conliguration
SVraen=trt and SErv=&. By solving the problem
reconglrucling  the shortest paths aboul  each
bicommerted component, the root r solves Lhe problem
reconstructing the shortest paths about the entire new
network N’ On the process of the expansion. rcot r
divides a biconnected component into two classes . the
wrunjured biconnected component and the injured
biconnected component. That is, the B is called the

unipured biconnected componeri if a B of N is

unchanged in N'. Otherwise, it 15 called the wyured

bicommected component,

{step 1} the rceonstruction of Lhe biconnected
components in N7
In this step, roct r reconsiructs the hiconnected
components in N’ by uifilizing our algonthm m [9]
Each biconnecred component in N7 has a unique lahel,

and each processor has a label [or each incident link.

{step 2) the decision of a component’s class

Il the label of a bicormecred component 5 in N 1s
not changed i N’ the B becomes the umnjured
Hconnecicd component, Otherwise, the B becomes Lhe

injured bicormected component

(step 3} Reconstruction of the shortest palh tree

Root 7 reconstructs the shortest path tree of cach
hiconnecled component as follows.

(step 3-1) the case of the uninjured hiconnccted

component

The processor which has the munimum weighted
path in the uninjured biconnected component B is
called the represeniative for the B. For tlus 5, lhe
shortest paths between rool - and the cother processor
in the B arc not changed.

But, if the distance of the representalive for the 5
is not changed in AN, additional operations for this B
arc not necessary. Otherwise, root r updates the
distance of the other processors wn the B by ubihzing

the shortest path of the B

{step 3-2) the case of lhe injured hiconnected
component

For the injured hiconnected component B, the rool
7 reconstructs the shoriest paths of the B by utihzing
Lhe algorithm [8]. That 15, assmme thal the subgraph
Sron= (8T e, SE1gen) of the shortest path iree TIN)
15 canstructed Then, by utilizing the subgraph Svoesy,
the root r selects the nummum weighted hink among
the weighl of a hnk (¢, v). where u& Vi, and v&E

Vrwy The processor v adjacent to the minimum



weighted link (¢ ©) and the hnlk (4, v} are contained
to the subgraph Stoe,=(SVree, SEwn) and Siae is
expanded. Then, the subgraph St 15 a pair (SVram,
SErwy), where Strar=SViem U {vlv is the proc—
essor adjacent to lhe mimmum weighted link} and
SErem=SErar U {tw o}l , 1) 1s the minimum weight-
ed link},

If the number of the processors in the injured
hicommecled component B is k, the shortest path {ree
of the B 1s completed by containing a processor and

Imls & times,

4, Complexities

In step 1 of our algorithm, the biconnecled com-
ponenls are reconstructed by unlizing the algorithm in
[9]. In step 2, each biconnected component B is
divided into two kinds of class. And, the shortest path
of each hiconnected component in N' is reconstructed
m step 3. That is, if a biconnected component B is the
tminjured  biconnected  component, updating  lhe
shortest path of the B can be oritted. Otherwise, the
shortest path of the B is reconstructed by ulilizing the
algonthm wn [8]. Therefore, it 1s chvious from the
spectlicalion of (he algorithm  thal the algorithm

presented in Lhis paper solves correctly the WSUP,

In the following theorem. r' is the number of
processors in Lhe network alter the wopology change, g
is the number of added hmks, and p 1s the total
number of processors in the hiconnected component
{of the networl before the topology change) including
the deleted links or added links.

[Theorem 1] The algorithm presented in this paper
solves the WSUP with the message complexity of

0 (p2 +g+n’) and ideal-lime complesuty O(pz +g+a)

(prool} Because in step 1 the biconnected compo-
nents are reconstructed by ubbzing our algorithm in
[9}, the message complexity and ideal-time complexity

in step 1 are Oip + ¢ + n’) respectively.

Because m step 2 the class of each biconnected
component 1s divided and it is easily decided by the
label, the message complexity and ideal-time com-—
plexity in skep 2 are Q1) respectively.

For the uninjured hiconnected component 5, only
the distance in the worst case is updated by utilizing
Lhe shoriest path tree of the B and a lree has at most
n-l links, the message complexity and ideal-time
complexity 1n step 3-1 are O (n) respeclively.

For the injured hiconnected compeonent 8 N7, it 1s
assumed that [rom rhe asswnplion there are at most
p processors And step 3-2 is repeated p Umes in
order to reconstruct the shorlest path of the I by
utilizing the subgraph Svae = (SVrao, SErwd) of the
shortest path ree T(N"). Thus, the message com-
plexity and ideal-time complexity in step 3-2 are O
(0"} respectively.

Therelore, the message complexity and ideal—time
complexity of our algorithm are O(pz—q*n’) re-

spectively. |

5. Conclusions

This paper proposed a distributed algorithm that
solves the WSUP alter several processors and links
are added and deleled. Its message complexaty and
ideal—time complexity are O(F° 7 g+n" and D +g
+n'), where n' is the number of processors m Lhe
netwark after the topology change, g is the number of
added links. and p is the total number of proressors in
the hiconmected compenent (ol the network before the
tepology change) including the deleted links or added

links.
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